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Abstract communication occurred, but this is not necessarily a sensi
tive information leak. As another example consider a sim-
Information flow security properties such as noninterfe- ple device that allows information to flow from low to high
rence ensure the protection of confidential data by strongly but not viceversa. Such a device is feasible from a theoret-
limiting the flow of sensitive information. However, to deal ical point of view only, in practice some flow from high to
with real applications, it is often necessary to admit mecha low is necessary to regulate the flow from low to high and

nisms for downgrading or declassifying information. avoid buffer overflows. . .
In this paper we propose a general unwinding framework 1N order to permit systems to leak information by de-
for formaiizing different noninterference properties p'mr. sign, information flow controls often include some notion

ting downgrading, i.e., allowing information to flow from Of downgrading whose invocation is limited to appropria-
a higher to a lower security level through a downgrader. tely trusted subjects. The term downgrading is in fact used
The framework is parametric with respect to the observa- to refer to those situations in which trusted entities are pe
tion equivalence used to discriminate between differemt pr - Mitted to move information from a higher to a lower se-
cess behaviours. We prove general compositionality pro-curity level. Thus the policy requirements may admit re-
perties and provide conditions under which both horizontal stricted/controlled information flows. For instance we éav
and vertical refinements are preserved under all the segurit @ downgrading when the classification of a previously sen-
properties obtained as instances of the unwinding frame- sitive file is turned to unclassified by a Security officer.
work. Finally, we present a decision procedure to check our ~ The problem of detecting only uncontrolled information

security properties and prove some complexity results. flows has first been considered by Goguen and Meseguer in
[8]. They introduce the notion afonditional noninterfer-

encewhich admits flows from a high to a low level through a

controlled channel. A more formal treatment of conditional
1. Introduction noninterference is presented by Haigh and Young in [10].

Rushby in [19] develops a formal theory of downgrading

Since the seminal work by Goguen and Meseguer [7], for deterministic systems based on the notiomtfnsitive
noninterference plays a central role in the formalizatibn o noninterferenceFlows from the high level to a trusted part
information flow security. It aims at characterizing the com and flows from the trusted part to the low level are admis-
plete absence of any information flow or, indeed stronger, of Sible since the trusted part takes care of controlling them,
any causal flow from high level entities to low level ones. As While a direct flow from high to low is not allowed. Pin-
already noticed by many authors, see, e.g., [1, 12, 13, 17, 18sky in [17] unifies the concepts of standard and intransitive
19, 20, 21], this requirement is too strong. Absolute nonin- noninterference usingurge functionsin [18] Roscoe and
terference can hardiy be achieved in real Systems_ In Orde|60|d3mith present a formalization of intransitive noninte
to deal with real applications, it is often necessary to admi ference in the context of deterministic CSP.
mechanisms fodowngradingor declassifyingnformation. The approaches mentioned above are limited to deter-
For instance, even when two high level users communicateMinistic systems (except for [18] which can deal with a lim-
through an encrypted channel, a small amount of informa- ited form of nondeterminism), and thus they are not appli-
tion can be leaked: indeed, a low level user may infer that acable to distributed systems. In order to bridge this gap, in

[13] Mantel proposes a generic security model for nondeter-
*  This work has been partially supported by the EU project 2601- mlms“? systems .u.smgaSIC S?C.unty predicateshich Can.

32617 “Models and Types for Security in Mobile DistributegisS cope with intransitive flow policies. In [1] Backes and Pfitz-

tems” (MyThS) and the FIRB project RBAUO18RCZ “Interprétae mann propose a notion of intransitiypeobabilistic nonin-

astratta e model checking per la verifica di sistemi embédded terference for reactive systems. In [15] Mullins introdsiee




property named\dmissible Interferenc@Al) for processes  the uncontrolled information flows occurring after the first
expressed as terms of the CCS process algebra. This propedowngrading action.

ty is based on trace equivalence and can be understood as a We study how secure processes satisfying an instance of
generalization of th&trong Deterministic Noninterference our general unwinding framework can be composed and re-
(SNNY) property defined by Focardi and Gorrieri in [5]. fined while preserving the security property. In fact, in the

All the properties discussed so far are based on traces angtepwise development of complex systems it is important to
thus they do not allow to infer prohibited flows due to the consider security related issues from the very beginning in
possibility for a system component to block or unblock the order to avoid the construction of poorly protected or, even
system. Ryan and Schneider in [20] outline some generali-worst, insecure processes. We first prove general composi-
zations of the notion of noninterference for CSP processestionality results of our unwinding framework with respest t
to handlepartial and conditional information flows. Their the SPA operators. Then we provide conditions under which
approach is parametric with respect to an equivalence resefinementis preserved under all the security properties ob
lation over processes. Lafrance and Mullins in [11] intro- tained as instances of the unwinding framework. In particu-
duce the notion oBisimulation-based Non-deterministic lar, we consider two forms of refinement, namely horizontal
Admissible Interferend®NAI) which is a generalization of ~ refinement and vertical refinement. Horizontal refinement
the Bisimulation-based Non-Deducibility on Compositions is usually expressed in terms of preorder relations, such as
(BNDC) property presented by Focardi and Gorrieriin [5]. trace inclusion, and aims at removing possible sources of

In this paper we propose a general unwinding framework Nondeterminism, while verti.cal refinement consist's in the
for formalizing different noninterference propertiesipér ~ reéplacement of abstract actions by processes which repre-
ting downgrading, i.e., allowing information to flow froma Sent their implementation. Finally, we present a decision
higher to a lower security level through a downgrader. The Procedure to check our unwinding-based security proper-
framework allows us to model both transitive and intransi- ti€S, and prove some complexity results.
tive noninterference properties for distributed systems e~ 1he paper is organized as follows. In Section 2 we re-
pressed as terms of tisecurity Process Algeb(SPA) lan- call the syntax and the semantics of the SPA language and
guage [5] extended with downgrading actions, and called 'ePort the definitions of some “strict” noninterferencegpro
here SPA. To give an intuition, a process satisfies (an  erties. In Section 3 we introduce the SPAanguage and
instance of) our unwinding framework if for each stdte ~ Presentour general unwinding framework for the definition
reachable from&, if I may perform a high level action ©f noninterference properties permitting downgrading. We
reaching a stat&' then F may also perform a sequence of discuss differentinstances of our framework with bothérac
invisible actions reaching a staf such thaG andG’ are ~ €quivalence and weak bisimilarity. In Section 4 we prove

indistinguishable for a low level user which is only able to Various compositionality results of our class of propertie
observe low level actions. with respect to the SPA operators. In Section 5 we provide

conditions under which our properties are preserved under
both horizontal and vertical refinement. In Section 6 we pro-
pose a decision procedure to check unwinding-based se-
curity properties permitting downgrading, and prove some
complexity results. Finally, in Section 7 we draw some con-
clusions and discuss related work. All the proofs of the re-
sults presented in this paper are reported in the Appendix.

The framework is parametric with respect to the observa-
tion equivalence used to distinguish between different pro
cess behaviours. In particular, we show how it can be in-
stantiated by using trace equivalence and weak bisimyjlarit
Thus, differently from known proposals, we do not restrict
ourselves to trace models. Indeed, as already noticed by Fo
cardi and Gorrieri [5], there are applications in which &ac
equivalence is too weak while bisimilarity provides a more
suitable notion of observation (see Section 3, Example 3.6) 2. Preliminaries

Our general unwinding framework is obtained as a sim-
ple generalization of a previous unwinding schema for the ~ We briefly recall theSecurity Process Algeb(&PA) lan-
definition of “strict” noninterference properties of SPAopr ~ guage that we will use to model distributed systems. More-
cesses (a survey on our earlier work can be found in [2]). Over we report the definitions of some security properties
Analogously to the properties studied in [2], the security whose aim is to completely avoid any flow of information
properties obtained as instances of the general frameworKrom the high to the low level.
presented here are all persistent, in the sense that if a pro-
cess satisfies one of them then all its reachable states saR.1. The SPA language
isfy the same noninterference property. As discussed in Sec
tion 3 (see Examples 3.1, 3.2 and 3.4), persistence turns out The SPA language [5] is a slight extension of Milner's
to be fundamental in the treatment of downgrading. In fact, CCS [14]. Analogously to CCS its syntax is based on:
if we did not require persistence, we would not discover a set£ of visible actions such that = I U O where



I = {a,b,...} is a set ofinputactions and) = {a,b, ...}
is a set obutputactions; a complement function £ — L,
such thatt = q, for all a € £; a special actiom which mo-
dels internal computations, i.e., not visible outside & s
tem. Act = £ U {7} is the set of allactions Function- is
extended tdct by defining7 = 7. Differently from CCS,
the set of visible actions is partitioned into high level ac-
tions and low level ones in order to specify multilevel sys-
tems. Thus we consider two sef$,and L, of high and low
level actions which are closed with respect toe., H = H
andL = L; moreover they are disjoint and form a covering
of £,ie,HNL= PpandHUL = L.

The syntax of SPAerms(or processeksis as follows:

E:=0|a.E|E+E|EE|E\v|E[f]|Z

wherea € Act,v C L, f: Act — Act with f(a@) = f(a),
f(r) = 7, f(H) C H,andf(L) C L. Moreover,Z is a
constant that must be associated with a definiick: E.
Let &£ be the set of SPA terms, ranged overBwand F'.
Let £L(E) denote thesort of E, i.e., the set of the actions

syntactically occurring ir}. The set of high level processes

is defined asy, < {E € £ | L(E) C HU {r}}.

(5)*E" where(5)* denotes a (possibly empty) sequence
of  transitions. Ift € Act™, thent € L* is the sequence
gained by deleting all occurrencesmofrom ¢. As a conse-

quenceE =% E' stands forE =% E' if a € £, and for
E(5)*E' if a = 1 (note that==> requires at least one

transition while== means zero or moretransitions).

Weak Bisimilarity{14] equates two processes if they are
able to mutually simulate their behavior step by step. More-
over, it does not care about internahctions.

Definition 2.1 (Weak Bisimulation) A symmetric bi-
nary relationR over processes is weak bisimulationf
(E,F) € Rimplies, foralla € Act, if E % E', then there
existsF' such thatF’ == F' and(E', F') € R;

Two processed, F' € £ areweakly bisimilar denoted
by E ~p F, if there exists a weak bisimulatidR contain-
ing the pair(E, F).

The relation~p (weak bisimilarity) is the largest weak
bisimulation and it is an equivalence relation.

Trace equivalencequates two processes if they have the
same sets of traces, again, without considering thetions.

Definition 2.2 (Trace Equivalence) The set of traces

The operational semantics of SPA processes is given inTr(E) associated with a proces& is defined by:

terms ofLabelled Transition System# Labelled Transi-
tion SystenfLTS) is a triple(S, A, —) whereS is a set of
statesA is a set of labels (actions); C S x Ax S is a set of
labelled transitions. The notati¢s, a, S2) €— (Or equiv-

alentlyS; % S») means that the system can move from the

stateS; to the state5, through the action. An LTS isfinite

if it has a finite number of states and transitions. The opera-

tional semantics of SPA is the LT&, Act, —), where the
states are the terms of the algebra and the transitionaelati
—C & x Act x & is defined by structural induction as the

least relation generated by the axioms and inference rule
reported in Figure 1. The operational semantics of a pro-

cessE is the subpart of the SPA LTS reachable framwWe

write E; = E» if the processe#; and E, have two iso-

morphic LTSs, i.e., they behave exactly in the same way.
The concept ofobservation equivalencbetween two

Tr(E) = {t € £*|3E' : E == E'}. Two pro-
cessedy, F' aretrace equivalentdenoted byE ~r F, if
Tr(E)=Tr(F).

Trace equivalence is less demanding than weak bisimi-
larity, hence if two processes are weakly bisimilar, thezyth
are also trace equivalent.

To define our security properties we need to consider
low level observation equivalences, i.e., equivalencebes
lishing which processes are indistinguishable from the low

gevel point of view. This implicitly characterizes the pawe

of possible attackers. Given an equivalence relatiowe
can relativize it to the low level view in the following way.

Definition 2.3 (Equivalence on Low Actions) et~ be an
equivalence relation over processes. We say that two pro-
cessed andF are~-equivalenton low actionslenoted by

processes is based on the idea that two systems have th& ~! F,if E\Comp(L) ~ F\Comp(L) whereComp(L)
same semantics if and only if they cannot be distinguishedis the complementary set éfin £, i.e.,Comp(L) = L\ L.

by an external observer. This is obtained by defining an
equivalence relation over terms of the SPA LTS, equating actions
two processes when they are indistinguishable. In the liter
ature there are various equivalences of this kind. In this pa

per we consider the equivalence relatiareak bisimilarity
& p, andtrace equivalencexr.

Let us firstintroduce the following auxiliary notations. If
t=ay---a, € Act* andE 3 ... 23 E', then we write
E % E' and we say thakl'’ is reachablefrom E. We de-
note by Reach(E) the set of all processes reachable from

E. We also writeE == E' if E(D)* B (5)* - (5)* 23

In particular, we will consider trace equivalence on low
~, and weak bisimilarity on low actionsy,;.

2.2. Total Non Interference

In this section we recall some security properties for SPA
processes which aim at characterizing classes of processes
having no information flows from high to low.

The Non-Deducibility on Composition§NDC) and
the Bisimulation-based Non-Deducibility on Composi-
tions (BNDC) properties have been introduced by Fo-
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Figure 1. The operational rules for SPA

cardi and Gorrieri [5] in order to capture every possible
information flow from aclassified(high) level of confi-
dentiality to anuntrusted (low) one. The definitions of
NDC and BNDC are based on the basic idea of nonin-
terference [7]: “No information flow is possible from
high to low if what is done at the high leveannot inter-
ferein any way with the low level”. More precisely, a sys-
tem E is NDC (BNDQ) if what a low level user sees of the
system is not modified by composing any high proddss
to E. The two properties differ only on the low level ob-
servation equivalence they considdbDC is based on trace
equivalence on low actions;},, BNDC on weak bisimilar-
ity on low actionsxl;.

We introduce the formal definitions 6fDC andBNDC
by exploiting a generalization of them, parametric with re-
spect to the observation equivalence.

Definition 2.4 (NDC and BNDC)Let ~ be an equivalence
relation on processes arttlbe a SPA process. We say that
E € NDC(~)if

VI € &y, E~' (E|)
and useNDC for NDC (=) and BNDC for NDC(~p).

Notice that in this case, sin€ééomp(L) = H, we have
thatE ~! (E|II) corresponds t&\ H ~ (E|II)\ H. More-
over, since weak bisimilarity is stronger than trace equiva
lence, BNDCimpliesNDC.

Example 2.5 Let us consider an abstract specificatidnaz
of a binary memory cellM _x contains the binary value

Figure 2. The LTS of the memory cell M _z.

Notice that)d/ 0 andM _1 are totally insecure processes.
As a matter of fact, a high level user may use the mem-
ory cell to directly send confidential information to the low
level. Using bothNDC and BNDC we detect thatd/ .0
and M _1 are insecure. In fact, considering the high level
processll = wy,_1.0 we get that(M,|II) \ H is neither
weakly bisimilar nor trace equivalent ty \ H, since in
(My|II) \ H the low level user can read badtand1, while
in My \ H he can only read. O

In [5], Focardi and Gorrieri observe that properid3C
andBNDC are difficult to use in practiceNDC is not de-
cidable in polynomial time, while the decidability BNDC
is still an open problem. In [6], Focardi and Rossi introduce
the propertyPersistent BNDGP_BNDC) which is a natural
persistent extension &NDCand it is a sufficient condition
for BNDC. They show the decidability d>_.BNDC over fi-
nite state processes by exploiting a bisimulation based cha
acterization. The idea is that a systdfris P-BNDC if for
every high level proced3 and for every stat&’ reachable

and is accessible, by high and low users, through the fours.om £ 3 low level user cannot distinguigtf from E'|I1.

operationsry,, wy, r;, w; representing a high read, a high

Other persistent security properties have been studied in

writg, a_loyv read and a low write, respectively. Each 9P~ the literature. We recall here the followingtrong NDC
eration is implemented through two different actions, one (SNDQ introduced in [3],Strong BNDC(SBNDQ intro-

for each binary value. For example, 0 and wy,_1 indi-
cate a high level user writing valueand1, respectively?
The LTS of procesd/ _x is depicted in Figure 2.

def

M _x M x4+w, 0. MO+ wy 1. M1

Mx4+w 0. MO+w_1.M1

Th-T
r-T

+

1 The following expression fol _z is indeed a definition scheme: the
actual processes/_0 and M _1 are obtained by replacing with 0
and1, respectively.

duced in [5], andCompositional PBNDC (CP_BNDC) in-
troduced in [3.SNDCimpliesNDC, while the other prop-
erties implyBNDC.

All the persistenproperties mentioned above can be de-
fined as instances ofgeneralized unwinding conditian-
troduced in [3]. The idea behind the notion of unwinding
is to specify some constraints on the transitions of the sys-
tem which imply some global properties. In particular, when
an unwinding condition is used to define a noninterference



can transforml/_z into both a high level cellM"_z (see
Figure 3), by eliminating any low level read operation,

M'e & FEm M+ w,0.M"0 4wy, 1. M1
+ w0.M" 0+ w 1.M"1

and a low level cellM!_z, by eliminating any high level

Figure 3. The LTS of the memory cell M"_z. write operation:

Mo ¥ mzMa+mzmMa
property it usually requires that each high level action can +  w0.M'0+w 1.M"1
be “simulated” in such a way that it is impossible for the
low level user to infer which high level actions have been
performed [18]. The generalized unwinding condition in-
troduced in [3] is parametric with respect to two binary re-
lations on processes: a low level equivalence relatieh, By exploiting our generalized unwinding framework we
which represents the low level view, and a transition rela- can also introduce the analogous RBNDC with trace
tion, --+, which characterizes a local connectivity. equivalence as basic observation equivalence.

Definition 2.6 (Generalized Unwinding) Let ~ be an  Definition 2.9 (P-NDC) Let E be a SPA process. We say
equivalence relation and-» be a binary relation on pro- thatE satisfies théersistent Non-Deducibility on Compo-

cesses. Thanwinding classV(!, --+) is defined as sition (P_.NDC) property if E € W(~4, =).

! def It is immediate to prove thafiNDC' C P_NDC.
V_V(m ’h"*) = {E€E|VF,G € Reach(E) The following theorem establishes a connection between
if F/ = G then3G' such that” —» G" andG ' G'}. NDC andBNDC, which are based on the presence of an ac-
) ) oo tive attacker, and the properties introduced using thergene
The notion of generalized unwinding on the SPA lan- ji;64 ynwinding which capture possible passive attacks.
guage entails a complete absence of information flow from
H to L, since all the high level actions'B() are required to Theorem 2.10 Let &£ be a SPA process. It holds:
be simulated<{-+) in a way which is transparent to the low e if E€ P.NDC,thenE € NDC;
level users £1). e if E € P.BNDC,thenE € BNDC.

ize\élv?,l:v?/ir;l;?ly tshcar:etr?% ELoaprZ::ttlgrsi Zzz?\?e Oa;t;rgﬁs'?heeneral_ As a consequence of the above theorem we also get that
9 P SNDCimplies NDC, while SBNDCand CP_BNDC imply

low Ieyel user observnjg the low Ieygl behavior of the sys- BNDC. This means that for our properties the existence of
tem tries to infer the high level decisions. On the contrary, an active attack imolies the existence of a bassive one
the NDC(~) schema deals withctive attacksthe process P P '

IT actively try to send down information to the low level
user. As we will see, there is often a connection between
properties characterizing passive attacks and propénties
volving active attackers.

The following theorem follows from the unwinding char-
acterization ofP_.BNDC [2] and from the original defini-
tions of SBNDC SNDCandCP_BNDC|2, 3].

We can prove that botdi/"_x and M!_x are P.BNDC,
SNDG and SBNDC They are notCP_-BNDC since they
cannot perform any transition. m|

3. Downgrading via Unwinding

Many authors noticed that the notion of noninterference
is too demanding when dealing with practical applications:
indeed no real policy ever calls for total absence of infor-
mation flow over any channel. In many practical applica-
tions confidential data can flow from high to low provided

Theorem 2.7 (Unwinding)Let E be a SPA process. that the flow is not direct and it is controlled by the system,
i.e., a trusted part of the system can control the downgrad-

e E € SNDCiff E € W(~k.,=); ing of sensitive information. Consider for instance theecas

7 in which the high level user edits a file and sends it through

e £ € P.BNDC iff E € W(~;,==); : . :
e E € SBNDC iff E € W(~,=); a private channel to an encrypting protocol, the engryptlng
, ’ LT protocol encrypts the file and sends it through a public chan-
* Ec CP.BNDCIiff E € W(rp, =) nel. Even if the high level data are sent through a public
channel the encryption ensures that the low level users can-
Example 2.8 The memory cell of Example 2.5 is neither not read the data. Indeed, low level users can only observe
BNDC nor NDC. In order to protect confidential data we that an encrypted file is passing on the public channel. In



this case the encrypting protocol represents the trustedd pa BNDC. This is due to the fact that it occurs after the down-
of the system which controls the flow from high to low. grading actiorency and that theBNDC property does not
In this section we show how our generalized unwinding check all the reachable states. O

can be instantiated in order to deal with processes admittin =~ | ¢ 5 analyze now the generalized unwinding in the
downgrading. This can be done just by extending the SPAgpaD |anguage. To avoid confusion we use the notation
language with a set of downgrading actions. o WP (~!, --3) to refer to the unwinding class defined by the
To model downgrading, we partition the set of visible ac- gjations~ and--» in the language SPA. A processE of
tions £ into the sets) (of downgrading actions){, andL the SPA’ language is in the clag®/” (~!, --») if
such thatD = D, H = H andL = L. Moreover, we
assume that for every relabelling functigin f(7) = 7, VF,G € Reach(E), if F %5 G, then
f(H) C H, f(L) C L,andf(D) C D. We still denote 3G such thatF ——» G andG ~' &,
by £g the set of all high level processes. We denote#iy
the setd U D and use the notion SPA(SPA with Down-  whereG ~! G is equivalent toG \ HD ~ G' \ HD. On
grading) to refer to this language. SPAP our generalized unwinding does not entail a complete
Downgrading actions are used to model the behavior of absence of information flow. Consider for instance the pro-
a trusted component. It is reasonable to assume that an ateessE = h.d.l.0. In E there is clearly a flow fronH to
tacker cannot simulate the trusted part of the systemiti.e., D and fromD to L. However,E € WY (x4, =), since
cannot perform the actions iD. For instance, inthe case of E ~!, 0 =, d.1.0. In fact, the bisimilarity on low actions,
protocol analysis the attacker cannot distribute the gmcry which does not care about the actiongdnJ D, allows the
tion keys. Moreover, we can assume that the low level usersflows from H to D. The fact that the unwinding imposes
cannot observe the actions performed by the trusted part. qnsiraints only on the high level transition&) implies
If we consideNDC(~) in SPA” we get that a process  that also the flows frond to L are allowed.
E satisfieNDC(~) if £\ HD ~ (E|IT) \ HD forall 1T We can define the same security properties of The-
&m, since nowornp(L) = HU D = HD. orem 2.7 and Definition 2.9 also for SPAprocesses.

Example 3.1 Consider the case in which an encrypting To avoid confusion with the properties in pure SPA, we

protocol receives a confidential file on a private channel, en change their names by prefixing B when we work
crypts it and sends the resulting file on a public channel. Leton SPA’. _For Instance, theDP_NDQ property re-
filer, be the high level input representing the reception of quires that _'fE reaches. a process which moves toG/
the file on the private channelyc; be the downgrading ac- through a high level act|on,Atheﬁ can also perform a se-
tion representing the encryption phasg, be a confiden-  duence of silent actions=& is the reachability rela-
tial acknowledge to the high level user, afide; be the low  tion in this case) to reach a processsuch that’ \ HD
level output of the encrypted data. The encrypting protocoland G\ HD are trace equivalentx{;. is the observa-

can be formalized as follows: tion equivalence in this case). Hence both high and down-
grading actions are not observed by the low level user. The
Enc = filey.ency.oky.file;.0 other properties are obtained by using different reachabil

ity relations and observation equivalences.

If we consider any possible attacKére £y we get that .
yp € onWeg Definition 3.3 Let E be a SPA process.

Enc\ HD =p 0 =p (Enc|Il) \ HD

E € DP_NDC iff E € WP (~, ==);

E € DSNDC iff E € WP (=}, =);

E € DP_BNDC iff E € WP (=;,==);
Unfortunately imposing that a processsatisfieBNDC, E € DSBNDC iff E € WP (=, =);

more ge_neraIIyNDC(N), over the Iang_uage Wlt.h down- e E e DCP_BNDC iff E € WP (x5, ==).

grading is not enough to guarantee no information flow. In

fact, all the (uncontrolled) flows which occur after the first ~ We can prove many relationships among the properties
downgrading are not revealed. introduced above. For instance it is immediate to prove that

DSBNDC is included in bothDSNDC and DP_BNDC,
Example 3.2 In the proces€nc above the high level ac-  while DCP_BNDC is included inDP_BNDC.
tion file;, is downgraded through the actiemcy, while
the high actiorky, is not downgraded. In particular, the ac-
tion ok;, causes an uncontrolled information flow from high
to low, since it can block or unblock the process. However, and E’ ke g = file;.0. However, there is no process
as illustrated in Example 3.1, this flow is not revealed by reachable fromE’ through a sequence of actions and

which means thaEnc satisfiesBNDCin SPAD. |

Example 3.4 Consider again the encrypting protocol of
Example 3.1. It evolves into the proceks = oky,. file;.0




Figure 4. The LTS of the memory cell N*_on.

weakly bisimilar or trace equivalent, on low actions H6.
Indeed,Enc does not satisfies any of the properties of Defi-
nition 3.3. In fact, the low level user which observes the en-

crypted file passing on the public channel can infer that the

high level user has received the acknowledge. We can avoi
this kind of flow by adding a timeout to the protocol

Enc = filey.encq.(oky.file;.0 + 7. file;,.0).

Now the process satisfie®P_NDC, DP_BNDC, and
DCP_BNDC. O

Example 3.5 Consider the high memory cell of Exam-

ple 2.8 and assume that the high level user has the possi

bility to ‘turn the memory cell on and off’, i.e., to start and
stop the reading/writing operations. We also assume tkat th
cell contains the value when it is turned on.

Let on, and off, represent the high level actions which
turn the cell on and off. The memory céli”_on (see Fig-
ure 4) is represented by the following system

Nhon &
N

on,.N"0
Thot. Nz + w, 0.N" 0 4+ wj,_1.N"_1
w;0.N"_0 + w;_1.N"_1 + off,,.0

def
+

The cell N"_on does not satisfy any of the properties
defined in previous section: if we considdr = 0On,.0
we have thatV"_on\ H = 0 is not trace equivalent to
(N"_on|Il) \ H, i.e., itis notNDC. This represents the fact
that the low level user which can write on the cell infers
that the cell is off. Moreover, the statd&'_0 andN"_1 sat-
isfy only theNDC property. They are nddNDC because of
the flow occurring when the cell is turned off (deadlock).

However, if we assume that the actions,@nd off, are
controlled by a trusted entity we can downgrade them get-
ting the following specification

def

P" on
Ph g

on,.ong.P" 0
. P" & + wp0.P"_.0 + wy_1.P"1
w;-0.P"_0 + w;_1.P"_1 + 7.0ff;,.0ff 4.0

def
+

where on, off; € D are the downgrading actions. Now, the
cellis DP_NDC, DSNDC, DP_BNDC, andDSBNDC.

One can notice that in the definition &"_z the high
level action off, has been replaced by the sequence of ac-
tions 7.0ff;, .off;, thus adding not only a downgrading ac-
tion off; but also a leading action. The intuition for that
is the necessity of imposing a nondeterministic choice be-
tween a read/write operation, on the one hand, and the de-
cision of turning off the computer, on the other hand.O

As far as the choice between trace equivalence and
bisimilarity is concerned, as already pointed out by Foicard
and Gorrieri [5], trace equivalence cannot discriminatie cr
ical cases as shown by the next example.

Example 3.6 Let us consider a procedure in which a low
level user sends an application for a grant. The applica-
tion can follow either a normal path in which the low level

ser has to pass two examination phases or a short path in

hich the first examination is sufficient. The short path can
be taken only if a high level user sponsors the low level
user. However, also with a high level sponsor, sometimes
the normal path is taken, in order to randomly check that the
sponsors are honest. After the examinations there is a high
level decision phase whose final result (accepted/refused)
is downgraded to the low level user. We can model the ab-
stract specification of this procedure as follows

Gr = ask.(first.ex.secondex.deg,.deg;.read.0+
spong.(firstex.deg,.dec;.read.0+
first.ex .secondex .deg,.deg.read.0))

where askis the low level application for the grant, firstg

and secongkx, are the two examination phases, spgoiss

the high level sponsoring actiodeg, is the high level de-
cision phase, andeg; is the downgrading to the low level
user of the decision. Thus the low level user reads the deci-
sion through the low level actioread.

Gr satisfiesDSNDC, and hence als®P_NDC'. In fact,
if F isthe process reached By after executing agkthen
E; performs a high level action reaching a st#ig such
that £, \ HD = firstex.secondex.0 = firstex.0 +
firstex.secondex.0 = E, \ HD.

However, when a short path is taken the low level user
can infer that a high level user has sponsored his appli-
cation. Indeedr does not satisfy neithedSBNDC nor
DP_BNDC, sinceE, \ HD #p E» \ HD. In this case the
use of bisimilarity allows us to capture the flow which oc-
curs when the short path is taken. Notice that, the down-
grading actiordeg; takes care of downgrading only the fi-
nal decision, while the undesired flow regarding the spons
action is correctly captured using bisimulation. |

The next theorem relates unwinding properties for 3PA
and SPA processes. It allows us to check whether a’SPA
processE satisfies an unwinding condition’? (~!, —-»)
by testing whether all the SPA processes of the féf' D,
with E' reachable fron#, belong toyy(~!, --+).



Theorem 3.7 (VP and W) Let —» be a binary relation
on SPAP such that for each procesit holds F --» F iff
F\D —-s F'\ D.LetE be a SPAR processE € WP (~!
,--+) iff for eachE’ € Reach(E), E' \ D € W(~!, --»).

to fif E,...,Ey, € WP(~! --s) implies that ei-
ther f(Ey,...,Ex) € WP(~ —s) or f(Ey,...,Ey) is
not defined (denoted bf/(E1, . .., Ey) 1).

The following notion ofpreservationof a relation with

. . respect to a function is at the basis of our results.
The above theorem provides a relation between the prop- P

erties of Definition 3.3 and those of Theorem 2.7. For in- Definition 4.1 (Preservation)Let f be a partial function
stance, by applying it to the unwinding condition defin- from k-tuples of processes to processes antie a rela-

ing the DP_NDC property we get that a proceds is
DP_NDC if and only if all the processes of the forBi\ D,
with E' reachable fron¥, areP_NDC'. More in general the
following corollary holds.

Corollary 3.8 Let £ be a SPAR process andX ¢
{P_NDC,SNDC, P_.BNDC, SBNDC, CP_BNDC}.
E e DXiff E'\D € X,VE' € Reach(E).

We already noticed that our unwinding security proper-

tion on processes. The functigmpreserves» if the follow-
ing condition holds. LeE, , ..., E, andE],. .., E;, be pro-
cesses, anfly J be any partition of 1, ..., k} with I # ().
Ifvie I (E; © E})andvj € J (E; = E}) then

f(Ey,...,E) © f(E,...,E})or
(f(By,...,Ep) t andf(EY,..., Ep) 1)

In [2] we proved the following compositionality results
which can be applied also to SPA

ties are concerned with the observation of passive attacks. o
However, the following theorem tells us that the absence of Theorem 4.2 Let WP (~!, --+) be an unwinding class.
passive attacks ensures the absence of active ones. Hence 4 | ot ¢ 1, U {r} andpre, be a function fromA? (-1

the existence of a passive attack is a necessary condition fo

the existence of an active one.
Theorem 3.9 Let £ be a SPA process.
e If E € DP_NDC, thenVE' € Reach(E) andVII €
Eu, E'\HD ~y (E'\D|II)\ H,i.e.,E'\D € NDC.

e E € DP_BNDC iff YE' € Reach(E) andVII € &y,
E'\ HD ~p (E'\ D|II)\ H,i.e.,E'\ D € BNDC.

,-—+) to processes such age,(E) = a.E. Then
WP (~t, --+) is compositional with respect to the
prefix operatorpre,;

e Letv C £ andrest, be a function fromVP (~!, —»)
to processes such asst,(E) = E \ v. If rest, pre-
serves--» and ~!{, then WP (~! --») is composi-
tional with respect to the-restriction operatotest,;

e Let g be a renaming anden, be a function from

WP (~1 --+) to processes such as1,(E) = E[g]. If
ren, preserves-» and~!, thenW? (~!, --) is com-
positional with respect to theg-renaming opera-
tor, reng;

e Let par be a function fromWP? (~!, --4))? to pro-
cesses such aar(E, F') = E|F. If par preserves-»
and~!, thenWP (~! —-s) is compositional with re-
spect to the parallel composition opergtor

Since E belongs to Reach(E), if a processE is
DP_NDC (DP_BNDC), thenE \ D is NDC (BNDC).
Hence a high level malicious process cannot use the
non-downgraded high level actions to reveal information to
the low level user. Moreover, for all the procesg&#seach-
able fromE it holds E' \ D € NDC (BNDC'), which
means that also after the execution of some downgrad-
ing actions any high level malicious process cannot send

information down to the low level. As a consequence we get the following corollary.

Corollary 4.3 Let E be a SPA process andX &
{P_NDC,SNDC,P_BNDC,SBNDC,CP_BNDC}. If

. . . . . E € DX, then
In this section we study the compositionalily properties
e a.E e DX, foralla € LU {7};

of our generalized unwinding. Compositionality is useful
for both verification and synthesis: if a property is preserv e E\ve DX, forallv C L;
when systems are composed, then the analysis may be per- e E[g] € DX, for all relabelling functiory.
formed on subsystems and, in case of success, the system
as a whole will satisfy the desired property by construction
We establish some general compositionality results for the
security properties obtained as instances of our genethliz Example 4.4 Consider the processeds = h.d.[.0 and
unwinding on SPA and show how they apply to the prop- F = dwith h € H,l € L andd,d € D. Both E and
erties of Definition 3.3. F are DP_BNDC, however the proceq#|F’) is not. In-
Given a classWP”(~!,--») and a partial func- deed the synchronization between the downgrading actions
tion f from k-tuples of processes to processes, we d andd produces a direct casuality between the high level
say that WP(~! --») is compositional with respect  actionk and the low level actioh a

4. Compositionality

Unfortunately, our properties are not compositional with
respect to the parallel operator.



However, we can prove the compositionality with respect

A security-aware stepwise development requires that the

to the parallel operator provided that processes do not syn-security properties of interest are either preserved areghi

chronize on downgrading actions.

Theorem4.5Let E,F be SPA’ processes and{ €
{P_NDC,SNDC,P_BNDC,SBNDC,CP_BNDC}. If
E,F € DX and they cannot synchronize on downgrad-
ing actions, thedE|F') € DX.

Example 4.6 Let P"_on be the memory cell of Exam-
ple 3.5. Since action®n; and off; are never used,
by Theorem 4.5 we get that the parallel composi-
tion (P"_on|P"_on|...|P"_on) of an arbitrary num-
ber of cells is still DP_NDC, DSNDC, DP_BNDC,
DSBNDC. O

Moreover, as illustrated below, propertid3SNDC),
DP_BNDC,andDSBNDC are not compositional with re-
spect to the nondeterministic choice operator.

Example 4.7 Consider the processés = h.d.0 andF =
[.0. Both E and F' are DSBNDC (and hence they are also
DSNDC and DP_BNDC) but E + F' is neitherDSNDC
nor DP_BNDC nor DSBNDC. The problem lies in the
fact that while the high level action if is safely simulated
by a sequence of zeroin E \ HD, the same high level ac-
tion in E+ F'is not safely simulated by a sequence of zero
in (E + F)\ HD due to the presence of the additional com-
ponentF’. This problem would not arise if were simulated
by at least one action. O

Since DCP_BNDC requires that each high level action
is simulated by at least orreaction, it is compositional with
respect to the nondeterministic choice operator.

Theorem 4.8 Let E, F be SPAX’ processes. IfE, F €
DCP_BNDC, thenE + F € DCP_BNDC.

5. Refinement

In the development of a complex system it is common andR(E) |, thenR(E) € WP (~!, —-»)
practice to first describe it succinctly as a simple abstract
specification and then refine it stepwise to a more concrete,
implementation. In the context of process algebra, this re-

during the development process, until a concrete specifica-
tion is obtained. Following this approach the security prop
erties are guaranteed, and thus verified, by construction.
Below we consider the problem of preserving our securi-
ty properties under both horizontal and vertical refinement

5.1. Horizontal Refinement

In [3] a general notion of horizontal refinement based on
simulation is introduced.

Definition 5.1 (Simulation) A binary relationS over pro-
cesses is aimulationif (E,F) € S implies that, for all
a € Act,if ES E', then there exist8” such thatF’ = F’
and(E',F') € S.

We say that the proceds is simulated bythe process,
denoted by < F, if there exists a simulatiof containing
the pair(E, F).

Definition 5.2 (Horizontal Refinement)A binary relation
‘R over processes isteorizontal refinemerit

e R, theinverséof R, is a simulation and
e R is a partial function from processes to processes

We say thatF is a horizontal refinement of’, denoted by
E < F, if there exists a horizontal refinemeRtsuch that
R(F) = E.

Notice that horizontal refinement is more restrictive than
trace inclusion.

In [3] we have studied how to preserve unwinding-based
security properties under refinement. The notion of preser-
vation (Definition 4.1) is still at the basis of this result.

Theorem 5.3 (Unwinding and Horizontal Refinement)
Let WP(~!,--+) be an unwinding class ar be a re-
finement. IfR preserves-» and~!, thenW?(~! --»)is
compositional with respect &, i.e., if E € WP (~!, --»)

By applying the above result to our properties we get the
following corollary.

finement methodology amounts to defining a mechanismCorollary 5.4 LetR be a refinement.

for replacing abstract processes with more concrete ones. |

the literature two kinds of refinement are distinguishuet:
izontal refinement andrertical refinement. Horizontal re-

e if R preservess, andé, thenDP_NDC' is compo-
sitional with respect t&;

finement is usually expressed in terms of preorders, suchas ® If ® preservesy’r, then DSNDC' is compositional
trace inclusion, and aims at transforming the system into ~ With respect tak; .

a more nearly executable one by, for instance, removing e if R preservesss; and==, thenDP_BNDC is com-
possible sources of nondeterminism. Vertical refinementin positional with respect t&;

stead consists in the replacement of abstract actions bg mor
concrete processes which represent their implementatiorp (g, E,) e R-! < (E»,E1) € R.

(see [9] for a survey on action refinement and its relation- 3  Actually one could consider only total functions by usihg process
ships with horizontal refinement). 0 to complete the partial ones.




e if R preservessl, then DSBNDC is compositional s inductively defined as follows:
with respect taR;

e if R preservesvy, and ==, then DCP_BNDC is bound(0) = 0
compositional with respect &. bound(Z) = () whereZ is a variable
) bound(a.T) = bound(T)
Example 5.5 Let us consider the memory ceft"_on de- bound (T, + Ts) = bound(T1) U bound (T)
scribed in Example 3.5. The cell satisfib$_BNDC'. Let bound(T|Ts) = bound(T}) U bound (Ts)
R be the refinement defined &E) = E \ {w; 0}, for bound(T \ v) = bound(T) Uv
each proces&. We have thatR preserves boths}; and bound(T[f]) = bound(T) U {a, f(a) | f(a) # a}
=, hence by the above corollafg(P"_on) still satisfies bound(recZ.T) = bound(T')

DP_BNDC. In fact, if we computeR (P"_on) = Q"_on

we get the following definition An action occurring inT" is said to befree if it is not

bound. We denote byree(T') the set of free actions &f.

Qh on def on,.0 Qh 0 . . .
- d—f -ONg. G - We do not want to refine an actierwhich occurs bound
Q"x T FHzQ" 24wy 0.Q" 04w, 1.Q"1 in E; moreover, in order to avoid problems with the syn-
+  w;1.Q"_1 + 7.0ff,.0ff4.0 chronization, we require tha&tdoes not occur irE. As far

as the procesE which is intended to refineis concerned,

we do not want that either or 7 occur in F' otherwise we
would enter into an infinite loop of refinements. We also re-
quire that the free actions @ are not bound ir¥, to avoid

they become bounded in the refined process and viceversa.

Definition 5.7 (Refinable actions) et E, F be SPA’ pro-
In [4] we formalized a notion of vertical refinement cesses with distinct constants definitions ande L.
based on syntactic replacement aothtextcomposition. The actionr is said to berefinablein £ with F' if
A contextC is nothing but a SPA term in which some for all subtermE’ of E: (i) r ¢ bound(E') andr ¢
of the constants may not be associated to a definition. Thebound(E') U free(E'); (ii) r,7 € bound(F) U free(F);
constants of” which are not associated to a definition are (iii) (bound(E') N free(F)) U (bound(F) N free(E')) = 0.
calledvariables Note that when the terfi contains a con-
stant definitionz ' E, then the set of variables occurring
in C includes also the variables occurring K1 We will

In Q"_on the low level user may only write value Since
he cannot read the content of the cell, he may only infer that
the cell is on, that is a downgraded information. a

5.2. \ertical Refinement

We introduce a syntactic and non-atomic notion of ac-
tion refinement by structural induction on the syntax of the
process to be refined.

use the notatiod'[X1, ..., X,,] to denote a context whose o _ _
variables areX1, . .., X,,. Moreover, ifTy, . . ., T}, are pro- Definition 5.8 (Vertical Refinement)Let £, E,, Es, F' be
cesses([T1, . . .,T ] denotes the process obtalned by si- SPAP processes andbe an action refinable it with F.

multaneously replacing’; with T;, fori = 1,...,ninthe ~ Therefinementof in E with F'is the procesgef (r, E, )
termC and in all its associated definitions. As an example, inductively defined on the structure ffas follows:
consider the terif’ = a.Z + b.0 whereZ is a constant de-

. def ) : . Ref(r,0,F) =0

finedbyZ = c.Z + a.W andW is a variable. Thefl’ can . Ref(r,Z,F) = Z

be written ag'[IW] andT'[0] is equal toz. Z[0] + b.0 where . Ref(r,r.E1, F) = 7.FY [Ref (r, E1, F)]

L. Ref(
2. Ref (r,
def 3 (
Z[0] is a new constant defined [0] = ¢.Z[0] + a.0. 4. Ref(r,a.Ey,F) = a.Ref(r, B\, F), ifa #r

Given a proces$# and a variablé”, we denote byFY 5. Ref (r, E7[f], F) = Ref (r, Er, F)[f]
or FY[Y] the context obtained by replacing each occur- 6. Ref(r, By \ v, F) = Ref(r, B, F) \ v
rence of0 in F with the variableY. When F' is a con- 7. Ref(r,Ey + E», F) = Ref (r, E1, F) + Ref(r, Eo, F)
stant, or just it calls for constant definitions in its expres 8. Ref(r, E1|Es, F) = Ref(r, Ey, F)|Ref (r, E3, F)
sion, the involved constants have to be renamed and rede-
fined according to the same principle. As an example, con-where all the constant definitions of the fosn ' £; have
sider the proces$’ = a.Z + b.0 whereZ is defined by ;o replaced byZ; def Ref(r, E;, F).

Z Y . Z 45,0 ThenFY = a.ZY +b.Y whereZY is de-

fined byzY ¥ c.z¥ +b.Y.
To introduce our notion of vertical refinement we also
need to define which are thefinableactions of a process.

The above definition deserves some explanations, mainly
on items 3, 5, 8. In item 3 we consider a process of the
form r.E; and we replace the refinable actierby 7.FY
instead of the more intuitivé’ . This choice allows us to
Definition 5.6 (Free and Bound actions).etT be a SPA keep under control the non deterministic behaviour of the
term. The set oboundactions ofI", denoted byound(T'), process. In item 5 we consider a process of the fékify]



wheref is a given renaming. In the definition of refinable transformed inta-.(7.%k.d.0 4 1.0) + h.1.0 which now is not
actions we impose that the actions involved in the renam- DP_BNDC because of the actidn Hence, it could be nec-
ing are not refinable. This guarantees that refinement andessary to iterate the process of refinement over other high
renaming can commute, and the correctness of item 5. Fi-level actions. However, we can identify cases in which we
nally, item 8 points out the fact that our refinement is not can ensure that the downgradingiogives us a process be-

atomic. Hence for instance £ = r.0|a.0 andF' = a.b.0

we getRef(r, E, F) = 7.a.b.0]a.0 in which a anda can
synchronize. On the contrary by atomic refinement this syn-
chronization would not be allowed.

We are interested in the definition of classes of processes

satisfying an instance o#/” (~!, --») and preserving such
a property under vertical refinement.

Given a sequence = sy, s», ..., s, Of actions, we de-
note bys.F the process; .ss. ... s,.E.
Definition 5.9 (C(s)) Let WP (~!,--+) be an unwinding
condition compositional with respect to restriction and re
naming. Lets € (LU {7})* be a sequence of low and silent
actions such thati? % E', thenE —» E'. The clas€(s)
contains all processes defined by the following productions

0 | Eie[ l,'.T,' + ZjeJ(hj'Tj + S.(Tj \ HD)) |
T\v|T[f]|Z

T

wherel; e LU {r}fori € I, h; € Hforj € J,andZ is

associated to a definition of the forth™ 7',

Theorem 5.10Let E, F € C(s) be two SPA processes.
Letr be an action not occurring in

Ref(r,E,F) € WD(Nla ___))'

We can apply the above resultitt®_NDC, DP_BNDC
andDCP_BNDC using the sequence= 7.

More interestingly, we can identify some situations in
which action refinement can be used to rectify a process
which is not in the clas8V?(~!,--+) in order to get a
process which is inV?(~!, --s). First we assume that
WP (~! —3) is such that for each process it holds
F --s» F. Then we consider a procegswhich is not in
WP (~t, —-+) because there exists an actiore H which
occurs inE and a proces&’ reachable fronE such that

G' & G and for eaclG" such that’ -2+ G"" we have
G" £V G" (i.e., this is the only point in which the unwind-
ing condition is violated and does not occur elsewhere
in E). In this case we say thdf is not in WP (~! —3)
because of. As an example consider the procdss=
7.(k.0 + 1.0) + h.1.0 which is not inDP_BNDC because
of the actionk. The violation of the unwinding condition
in correspondence of the acti@grepresents the fact that
causes an uncontrolled information flow. If we refines-
ing k£.d.0, with d € D, we have that the flow is controlled
by the downgrader. Unfortunately, this is generally not suf
ficient to get a process which belong9t” (~!, --+). For
instance the proceds = 7.(k.0 + [.0) + h.1.0 would be

longing toWP (~, —-»).

Definition 5.11 Let WP (~!,--+) be an unwinding class
andE be a SPA processLow(E, ~!, --+) is the set

Low(E,~',--+) = {E",E" | 3E' € Reach(E) such that
E' Y E" andE' —» E" andE" ~' E"}.

Theorem 5.12 Let WP (~!, --+) be such that for each pro-
cessF it holds F --» F and--» is preserved by the refine-
ments of the formRef(r, F,r.d.0), i.e., if F --» G then
Ref(r,F,r.d.0) —-» Ref(r,G,r.d.0). Let E be a SPA
processk € H,d € D.If Eis not in WP(~! -—-3)
because ofc and k£ does not occur in the processes of
Low(E,~!', ), thenRef(k, E, k.d.0) € WP (~!, —3).

Corollary 5.13 Let E be a SPA processk € H,d € D.

e If E is not in DP_NDC because oft and k does
not occur in the processes bbw(E, ~..,==), then
Ref(k,E,k.d.0)isin DP_NDC.

If E is not in DSNDC because oft and k& does
not occur in the processes fow(E, ~., =), then
Ref(k,E, k.d.0)isin DSNDC.

If E is not in DP_BNDC because ok and k does
not occur in the processes bbw(E, x4, =), then
Ref(k,E,k.d.0)isin DP_BNDC.

If E is not in DSBNDC because of and k£ does
not occur in the processes dbw(E,~Y%, =), then
Ref(k, E, k.d.0) isin DSBNDC.

Example 5.14 Let us consider again the high level mem-
ory cell N*_on of Example 3.5. We already noticed that
N"_on is not DP_BNDC. In particular, its subprocess
N"_0 is not DP_.BNDC because of off. If we com-
puteRe f (off,, N"_0, off;,.off 1.0) we get the process” 0
which is defined by the following equations

def

Thz.S" x4+ w,_0.5"0 4w, 1.5"_1
+ wl_O.Sh_0+wl_1.Sh_1 + 7.0ff},.0ff ;.0

Sh

S" 0 is DP_BNDC. Now the processs”_on defined as
on,.S"_0 is not DP_BNDC because of on By Corol-
lary 5.13 we get thatRef(on,, S"_on on,.on;.0) is
DP_BNDC. Note that Ref(ony,, S*_on,on,.on;.0) is
weakly bisimilar to the proces®"_on of Example 3.5:
they only differ on the initialr added by the refine-
ment of on,. O



6. Decidability and Complexity

different process behaviours. In particular we discuss in-
stances of the unwinding framework with trace equivalence

In this section we show how to decide whether a processand weak bisimilarity.

E belongs or not to an unwinding clagg? (~!, --»).

Let us assume that we have an algorithiy, which
decides whether a proceds of the SPA language be-
longs toW(~!, --+) or not. Moreover, let Timgd,y) and
SpacéA,y) be the time and space complexitiesdyf;. The
following theorem, which is an immediate consequence of
Theorem 3.7, allows us to exploit the algorithiyy, also
to decide whether a proce#s of the SPA’ language be-
longs to the clasgV? (~!, --»).

Theorem 6.1 Let WP (~!, --+) be an unwinding condi-
tion such that for each proceds it holds F --» F’'
ifft ¥\ D --» F'\ D. Let E be a SPA process. Let
E = EE’EReaCh(E)T'E, \ D. It holds

EecWP(~ —s) it EeW(~, —»).
Given a proces# to decide whetheE € WP (~!, —-) or
not we need to:

e computeE;
e computed,y on E.

As far as time and space complexities are concerned, we

have that the LTS associatedfocan be build in linear time
from the LTS associated tB without increasing its size. In
fact, to get the LTS associatedit is sufficient to: (i) con-
sider the LTS associated #0; (ii) add a new node named
E; (iii) for each E' € Reach(E) add the edgeZ & E';
(iv) delete each edgg’ 4 E", with d € D. Hence, if the
LTS associated t& hasn nodes andn edges, the LTS as-
sociated toF has at mosk + 1 nodes andn + n edges.
Then, we can decide i € WY (~!,--+) or not in time
Time(Ay) +0(n+m) and space Spatéyy) +O0(n+m).

In particular, in the case ddP_BNDC andDSBNDC,
we can exploit the polynomial algorithms fBrBNDC and
SBNDCimplemented in th€oPS tool [16], getting the fol-
lowing complexity results.

Corollary 6.2 Let E be a SPA process. It is possible to
decideE € DP_BNDC and E € DSBNDC in time
O(n?) and space&)(n?), wheren is the number of states
of the LTS associated tB'.

7. Conclusion and Related Works

In this paper we present a general unwinding framework
for formalizing different noninterference properties ¢#/5
processes admitting downgrading, i.e., allowing informa-
tion to flow from a higher to a lower security level through
a downgrader. The framework is parametric with respect to

Here we compare our approach with some related works.

Admissible Interferencen [15] Mullins introduced the se-
curity property namedAdmissible Interferenc€Al) as a
trace based generalizationdDC [5] to deal with nondeter-
ministic processes permitting downgrading. Like in our ap-
proach, his model is a variant of CCS and thus we can easy
compare his definition with our unwinding-based ones.

The notion of Al is defined as follows. We denote by
F/H (F hiding H) the process obtained by replacing all
the high level actions id" with 7 actions.

Definition 7.1 (Al) Let E be a SPA processkE satisfies
Alif V E' € Reach(E), (E'\ D)/H ~r E'\ HD.

We show thatDP_NDC' impliesAl.

Theorem 7.2 Let E be a SPA process. IfE € DP_NDC
thenE € Al

However, the converse of Theorem 7.2 does not hold.

Example 7.3 Consider the procesE = h.l;.0 + ;.0 +
[,.0. E is Al (and alsoNDC) sinceE \ H =~y E/H (no-
tice that there are no downgrading actions). Howedves
neitherP_NDC nor DP_NDC sinceE 25 1,.0 but there is
no stateF’ reachable fronE through a possibly empty se-
quence ofr actions and such thd' \ H ~ [;.0. O

In [15] Mullins shows that, in the deterministics caéé,
implies the purging-based definitions of conditional nenin
terference for deterministic systems proposed by Haigh and
Young in [10], by Rushby in [19], and by Pinsky in [17].
Thus also ouDP_NDC property implies them.

In [11] Lafrance and Mullins propose a variant of the
notion of Admissible Interference by using weak bisimilar-
ity instead of trace equivalence. The new property is named
Bisimulation-based Non-deterministic Admissible Ireerf
ence(BNAI) and is defined as follows.

Definition 7.4 (BNAI) Let £ be SPA’ processE is BNAI
if VE'€ Reach(E), (E'\D)/H ~p E'\ HD.

We can prove thaDP_BNDC is equivalent tBNAI

Theorem 7.5 Let E be a SPA processE € DP_BNDC
iff £ € BNAI.

Robust Declassificationn [21], Zdancewic and Myers in-
troduce the notion abbust systerwhich contains some in-
tentional flows of confidential information obtained by de-
classification. This notion is parametric with respect tthbo
an equivalence relation and a class of active attacks. First
they define a parametric security propest (~) where~

is an equivalence relation. This property is satisfied by a

the observation equivalence used to discriminate betweersystem if an observer with view cannot learn anything



by watching the system run. Since, in this case, informa- [2] A. Bossi, R. Focardi, D. Macedonio, C. Piazza, and

tion cannot be lost or destroyed, they say that the system

is secure with respect fpassive attacksA systemsS is ro-
bustwith respect taSP(~) and a clas$ of active attacks
if for each A € B, the composition of with A still satis-

fies the propertys’P(~). Zdancewic and Myers prove that
when the clas® of active attacks coincides with the sys-

tems satisfyingSP (=), then a systent which is secure

with respect to passive attacks is also secure with respect t

the active attacks i3, i.e., it is robust with respect tB.

We can find similarities with our approach. In fact,

Theorems 2.10 and 3.9 show th&t NDC (P_BNDC,

DP_NDC, DP_BNDC(') processes are robust with respect
to ~r (~p, ~7, &p) and the class of active attacks of the

formII € £y composed through the parallel operator.

Intransitive Basic Security Predicaten [13] Mantel pro-

poses a generic security model for information flow con-
trol of nondeterministic systems with two or more secu-
rity levels. He shows how to define basic security predi-
cates (BPSs) which can cope with intransitive flows. In par-

ticular he defines the security predicatesansitive back-
wards strict deletion of confidential everffd3SD) andin-

transitive backwards strict insertion of confidential etgen
(IBSIA). These predicates are parametric with respect to a

set ofsecurity domain® and anextension seX p, where
D e D, which possibly extends the view @f. As far as

trace models are concerned, Mantel's framework is more

general than our.

Partial Information Flow. In [20] the relationships between
various definitions of noninterference and notions of pro-

(3]

(4]

(5]

(6]

(7]

(8]

9]

cess equivalence are analyzed and some generalizations tﬁO]

handlepartial and conditional information flows are out-
lined. The authors provide a general definition of nonin-

terference and discuss how such a generalization could bg 1

appropriate to deal with realistic practical situationgy.e

with policies that allow for automatic downgrading of cer-

tain statistical information from a database. Their debnit

is parametric with respect to an equivalence process rela{12]

tion and a set of constraints describing the high level be-
haviours for which it is intended to restrict the flow of infor
mation. The general definition of noninterference presknte

in [20] deals with active attacks only. Moreover, the aushor [13]

neither provide an unwinding theorem nor discuss the ver-
ification problem for the properties that can be obtained as

instances of their general definition.
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A. Proofs

withG\H=G" \HD ~K\HD =(K\D)\H,ie.,
the thesis.

<) Let E be such that for each’ € Reach(E) it holds
E'\ D € W(~!,--+). We have to prove that for eadl{ €
Reach(E) it E' % G, thenE' —» G’ with G \ HD ~
G'\ HD. If E' % @, thenE' \D 5 a \ D, hence by
hypothesisg’ \ D --+ G' \ D with (G\ D)\ H ~ (G'\
D)\ H.HenceE' —-» G'withG\ HD ~ G'\ HD, i.e.,
the thesis. O

Process Algebra and Non-Prgof of Theorem 3.9.As far as the first item is concerned,

if E € DP_NDC by Corollary 3.8 we have that for each
E' € Reach(E)itholdsE'\ D € P_NDC, hence by The-
orem2.10E' \ D € NDC.

As far as the second item is concerned; i€ DP_NDC
by Corollary 3.8 we have that for eadlf € Reach(E) it
holdsE’\ D € P_NDC, hence by Theorem 2.10'\ D ¢
NDC'. On the other hand, i¥E' € Reach(E) it holds
that E' \ D € BNDC, thenVE" € Reach(E') it holds
E"\ D € BNDC, which implies by using a characteriza-

Proof of Theorem 2.10.The second item has been proved tjon of P_.BNDC given in [6], thatE’ \ D € P_BNDC,

in [6]. We prove the first item.

Let E be a process such that for eaEhe Reach(E)
it £ G, thenF == G’ with G\ H ~p G'\ H. We
have to prove that for eadi € g it holds T'r((E|II) \
H)=Tr(E\H).Theinclusiol'r((E|II)\ H) D Tr(E\
H) trivially holds, hence we only have to pro¥e ((E|II)\
H)CTr(E\H).

Lety € Tr((E|II) \ H). There exists a trac¢ includ-
ing 7 actions such that is obtained fromy’ by removing
ther actions. We proceed by induction on the number'sf
in+'. If 4" has nor actions, theny = 4’ is atrace ofE'\ H,
since E andII never synchronize. Let’ be of the form
(BIM\H B (E'|I\H 5 (E"JI)\H ( E"|U")\H
in which we point out the last occurrencexfIf is not a
synchronization betweeh andIl we immediately get the

thesis by inductive hypothesis oa. If 7 is a synchroniza-
tion between andIl, then we have that’ % E", hence

E' = Fwith E" \ H ~7 F\ H.Hence, by inductive hy-
pothesisy, € Tr(F \ H) andy;y. € Tr(E \ H), which is
0

equivalenttoy € Tr(E \ H).

Proof of Theorem 3.7.=) Let E € WP (~! —-»). We
have to prove that for each’ € Reach(E), for each
E" € Reach(E'\ D) if E" 5% G, thenE" —-» G’ with
G\H ~ G'\H.Fromthe factthat” € Reach(E'\D) we
have thatE” = E"" \ D with E"" € Reach(E') andG =
G'"" \ D with E" X G Hence, sincé’ € Reach(E),
we getE" € Reach(E). From the hypothesis thd €
WP (1, —=»), sinceE" L G" we have thaF?"" —-» K
with G""\ HD ~ K\ HD.HenceE" = E"'\D --» K\ D

hence, by Corollary 3.8 € DP_BNDC. |

Proof of Theorem 4.5.Let us consider the case &f =
DSNDC'. Applying Corollary 3.8 we have to prove that for
eachE'|F' € Reach(E|F) it holds that(E'|F') \ D €
SNDC'. SinceE and F' cannot synchronize on downgrad-
ing actiong E'|F") \ D is trace equivalent (and also weakly
bisimilar) to E' \ D|F’ \ D. Moreover,E' € Reach(E)
and F' € Reach(F). From the hypothesis thdl, F €
DSNDC applying Corollary 3.8 we get that for eadi €
Reach(E) and for eaclF” € Reach(F'), E'\ D andF'\ D
areinSNDC, hence, sinc6 ND(C' is compositional with re-
spect to the parallel compositioBi;\ D|F'\ D isin SNDC.
The other cases are similar. O

Proof of Theorem 5.10.Notice thatC(s) C WP (~, --»),
hence if we provekef(r, E, F') € C(s) we get the thesis.

In our proof we exploit the following claim, which can
be proved by structural induction.

Claim 1.If P, F € C(s), thenFY [P] € C(s).

We now prove thaRef(r, E, F') € C(s) proceeding by
structural induction orZ and exploiting the cases of Defi-
nition 5.8.

The cases 1. and 2. are trivial.

Case 3. follows by inductive hypothesis and Claim 1.
Case 4. can occur only witlh € L U {7}, hence it follows
by inductive hypothesis.

Cases 5. and 6. follow by inductive hypothesis.

Case 7. can occur only with sums of the fard; + h.FEs +
s.(E» \ HD). We can distinguish three subcases

e r = [. We get the thesis by inductive hypothesis;



e r = h.We getthatRef(r, E, F) = [.Ref(r, E1, F)+
7.FY[Ref(r, By, F)|+s.(Ref(r, By, F)\ HD) which
is inC(s) by Claim 1 and inductive hypothesis;

e r # h.We getthatRef(r, E, F) = [.Ref(r, E1, F)+
h.Ref(r,Es, F) + s.(Ref(r, E2, F') \ HD) which is
in C(s) by inductive hypothesis.

Case 8. never occurs because C(s) and the parallel op-
erator is not in the syntax @f(s). m|

Proof of Theorem 5.12. We have that for
eachh # k if E' € Reach(E) is such that

E' Y% GandE' --» G with G ~' G, then
Ref(k,E' k.d0) € Reach(Ref(k,E,k.d.0) and
Ref(k,E',k.d0) 5  Ref(k,G, k.d.0). Since k

does not occur inLow(E,~! --») we have that
Ref(k,G, k.d.0) G and Ref(k,G', k.d.0) G’
Moreover, since this refinement preserves we get that
Ref(k,E', k.d.0) --» Ref(k,G',k.d.0), hence the un-
winding condition o # k is still satisfied.

As far ask is concerned we have thatlf’ € Reach(E)
is such thatE’ --» k—G, then Ref(k,E' k.d.0) 5
k.d.Ref(k,G,k.d.0) —-+ k—d.Ref(k,G,k.d.0). Since
k.d.Ref(k,G,k.d.0)\ HD =0 = d.Ref(k,G, k.d.0) and
k.d.Ref(k,G,k.d.0) --+ k.d.Ref(k,G,k.d.0) we have
that also the unwinding condition dnis satisfied. |

Proof of Theorem 7.2.We prove thatt € DP_NDC im-
pliesE € Al.

= LetE € DP_NDC, i.e., forallE' € Reach(E), if
E' L E"with h € H thenE' = E" andE" \ HD ~r
E"\ HD.LetE' € Reach(E)andy € Tr((E'\ D)/H).
Then there existy’ € Tr(E' \ D) such thaty = v'/H
wherey’/ H is obtained fromy by deleting all high level ac-
tions occurring in it. We show thate T'r(E'\ HD). Thisis
proved by induction on the number of high level actions oc-
curring in+'. Indeed ify' does not contain any high level
action theny = +' and it trivially belongs tdl'r(E’ \ HD).
Otherwise lety’ = t1,hy,t; witht; € L*, h € H and
ty € Act*. HenceE' \ D & E"\ D % E" \ D and
ts € Tr(E" \ D). By the induction hypothesis/H €
Tr(E" \ HD). By the hypothesis thal € DP_NDC we
have thatZ"” \ D = E"'\ D with E""\ HD ~r E\ HD.
HenceE' \ HD =% E'\ HD == E"'\ HD with t,/H €
Tr(E" \ HD). Thusy = v'/H = t,,t:/H € E'\ HD.
Moreover, ify € Tr(E'\ HD) then it trivially holds that
v € Tr((E'\ D)/H). This proves that it € DP_NDC
then for allE’ € Reach(E), Tr((E'"\ D)/H) =Tr(E"\
HD),i.e,(E'\D)/H ~r E"\ HD. O

Proof of Theorem 7.5.We prove thatt! € DP_BNDC( iff

E € BNAI

= Let E be a process such that for @l € Reach(E),
if E' 2 E” with h € H thenE’ == E" andE" \ HD ~
E""\ HD. We show that

S={(E'\D)/H,E"\ HD) | E' is reachable fronk'}

is a weak bisimulation up te 5. Hence for allE’ reachable
fromE, (E'\D)/H) ~p E'\ HD, i.e.,E € BNAI

To show thatS is weak bisimulation up tezg we have
to consider the following cases:

e (E'\D)/H = (E"\ D)/H witha € LU {r} and
E' % E".HenceE'\ HD % E" \ HD and, by defi-
nition of S, (E"” \ D)/H,E" \ HD) € S.

e (E'\D)/H 5 (E"\ D)/H whereE' % E" and
h € H. By hypothesi&' =5 E" andE" \ HD ~p
E"\ HD.HenceE'\ HD == E""\ HD with E""\
HD ~p E"\ HD and((E"\ D)/H,E" \ HD) € S.

e E'\HD % E"\HD witha € LU{7} andE’ % E".
Then,(E' \ D)/H % (E" \ D)/H and by definition
of S, (E"\ D)/H,E" \ HD) € S. O

< Let E be BNAI. Let E' € Reach(FE) such that

E' Y E"with h € H. Then(E'\ D)/H 5 (E"\ D)/H.
Since, by definition oBNAI, (E'\ D)/H ~g E'\ HD for
all E' € Reach(E), we have thaf?’ \ HD == E"' \ HD
and (E" \ D)/H ~p E"\ HD ~p E" \ HD. Thus

E' == E" andE" \ HD ~p E" \ HD. O



