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Abstract. Persistent.BNDC (P_.BNDC for short) is an information-
flow security property for processes in dynamic contexts, i.e., contexts
that can be reconfigured at runtime. We propose a method for transform-
ing an arbitrary process into a process satisfying P_.BNDC and show that
the transformation preserves the “low level” observational semantics for
a large class of processes. We also study how to efficiently verify P_.BNDC
by exploiting a characterization of it through a suitable notion of weak
bisimulation up to high level actions. We define a second transforma-
tion over processes which allows us to reduce the problem of checking
P_BNDC to the problem of testing a weak bisimulation between two pro-
cesses. This approach is particularly appealing as it allows us to perform
the P.BNDC check using already existing tools at a low time complexity.

1 Introduction

Systems are becoming more and more complex, and the security community
has to face this by taking into account new threats and potentially dangerous
situations. A significant example is the introduction of process mobility among
different architectures and systems. A mobile process moving on the network
collects information about the environments it crosses, and such information
can influence it. A system or an application executing in a “secure way” inside
one environment could find itself in a “insecure state” when moving to a different
environment. In this setting, one can abstractly think that the environment is
dynamically reconfigured at run-time, changing in unpredictable ways.

A number of formal definitions of security properties (see, for instance, [1,
3,5,7,13-15,17,20-22]) has been proposed in the literature. Persistent_ BNDC
(P_BNDC, for short), proposed in [10], is a security property which is suitable to
analyze processes in completely dynamic hostile environments, i.e., environments
which can be dynamically reconfigured at run-time, changing in unpredictable
ways. The notion of P.BNDC' is based on the idea of Non-Interference 11,19,
22] (formalized as BNDC [7]) and requires that every state which is reachable by
the system still satisfies a basic Non-Interference property. If this holds, one is
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assured that even if the environment changes during the execution no malicious
attacker will be able to compromise the system, as every possible reachable state
is guaranteed to be secure. In [10] it is proved that the P_.BNDC property is
equivalent to an already proposed security property called SBSNNI and studied
in [7]. In particular, the property SBSNNI is compared with different properties
in the taxonomy of Non-Interference properties [11]. From the analysis presented
in [7] two important problems emerge: how to verify the P_.BNDC property and
how to construct P_.BNDC' processes. The first problem has been considered in
[10] where it has been shown to be decidable, and in [9] where efficiency issues
have also been tackled. To the best of our knowledge the second problem has
not been analyzed yet. In [7] there are many examples of processes which are not
P_BNDC but can be modified in order to obtain a P_.BNDC' process. However
each single example is treated in a different way by applying each time an “ad
hoc” re-definition.

Our purpose here is to find a general method for rectifying non P_.BNDC
processes. It turns out that the method we suggest can be used both to rectify
and to efficiently verify the P_.BNDC' property. We automatically transform a
process E into a P_.BNDC process E™ and identify a large class of processes for
which the transformation preserves the low level observational semantics, i.e., for
the low level user E and E7 are not distinguishable. This transformation can be
used to construct “secure” processes from a first possibly “insecure” definition.
Moreover, this also allows us to give an alternative characterization of P_.BNDC
through a suitable notion of weak bisimulation up to high level actions [10].
More precisely, we obtain that a process £ is P_.BNDC' if and only if £ and E”
are weak bisimilar up to high level actions. The problem of verifying whether
a process is P.BNDC(' is then reduced to the problem of checking whether E
and E7 are weak bisimilar up to high level actions. We show that this problem
can be further simplified reducing it to the problem of checking the more usual
notion of weak bisimulation between two processes. In particular we define a
second transformation over processes such that the problem of checking whether
a process is P_.BNDC is reduced to the problem of testing a weak bisimulation
relation. This approach seems to be particularly appealing as it allows us to
perform the P_.BNDC check using already existing tools at a low time complexity.

The paper is organized as follows. In Section 2 we present some basic notions
on the SPA language, we introduce the P_.BNDC property and we recall its
characterization in terms of weak bisimulation up to high level actions. In Section
3 we define our first transformation and prove its main properties. In Section 4 we
introduce a second transformation and show how to use both our transformations
to check P_.BNDC. In Section 5 we illustrate the usefulness of our transformations
on a simple example. Finally, in Section 6 we draw some conclusions.

2 Basic Notions

In this section we report from [7] the syntax and semantics of the Security Pro-
cess Algebra together with the definition of the Non-Interference property called



BNDC. We then report from [10] the definition of Persistent_BNDC together
with the main result that we will exploit for the verification of such a property.

The SPA Language. The Security Process Algebra (SPA, for short) [7] is a
variation of Milner’s CCS [16], where the set of visible actions is partitioned
into high level actions and low level ones in order to specify multilevel systems.
SPA syntax is based on the same elements as CCS that is: a set £ of wvisible
actions such that £ = I U O where I = {a,b,...} is a set of input actions and
O = {a,b, ...} is a set of output actions; a special action 7 which models internal
computations, i.e., not visible outside the system; a complementation function
“: L — L,suchthat a =aq, for all a € £, and T = 7; Act = LU {7} is the set
of all actions. The set of visible actions is partitioned into two sets, H and L,
of high and low actions such that H = H and L = L. The syntax of SPA terms
(or processes) is defined as follows:

E:=0|aE|E+E|EE|E\v|E[f]| Z

where a € Act, v C L, f: Act — Act is such that f(a) = f(a) and f(1) = T,

and Z is a constant that must be associated with a definition Z % E.
Intuitively, 0 is the empty process that does nothing; a.E is a process that
can perform an action a and then behaves as F; F; + E5 represents the non-
deterministic choice between the two processes E; and Es; E;|E» is the pa-
rallel composition of F; and E», where executions are interleaved, possibly syn-
chronized on complementary input/output actions, producing an internal ac-
tion 7; E\v is a process E prevented from performing actions in v; E[f] is
the process E whose actions are renamed wvia the relabelling function f. For
the definition of security properties it is also useful the hiding operator, /, of

CSP which can be defined as a relabelling as follows: for a given set v C L,

E/v def E[f,] where f,(z) =z if x ¢ v and f,(z) = 7 if z € v. In practice, E/v

turns all actions in v into internal 7’s.

Given a fixed language £ we denote by & the set of all SPA processes and by
Em the set of all high level processes, i.e., those constructed on H U {7}.

The operational semantics of SPA agents is given in terms of Labelled Tran-
sition Systems. A Labelled Transition System (LTS) is a triple (S, A, —) where
S is a set of states, A is a set of labels (actions), -C S x A x S is a set
of labelled transitions. The notation (S;,a,S2) €— (or equivalently S; % Ss)
means that the system can move from the state S; to the state So through the
action a. The operational semantics of SPA is the LTS (£, Act, —), where the
states are the terms of the algebra and the transition relation -C & x Act x £
is defined by structural induction as the least relation generated by the infer-
ence rules reported in Fig. 1. The operational semantics for an agent E is the
subpart of the SPA LTS reachable from the initial state and we refer to it as
LTS(E) = (Sg, Act,—). A process E is said to be finite-state if Sg is finite.

In [16] it is shown that a finite-state process E can always be defined through
a system S of equations of the form

Ej = al.El + e + an.En,



Prefix

aES E
E\ % E} E» % Ej)
Sum
E\+E, % E} E,+E, % E)
E % E, B, % B E\ % E, B; % B
Parallel a €L
E\|E> % E}|E» E\|Ey % Ey|E E\|E> 5 E}|E)
ESE
Restriction ifadv
E\v% E'\v
ESFE
Relabelling
f(a)
E[f] = E'[f]
ESFE
Constant fAY E
ASE

Fig. 1. The operational rules for SPA

such that E,..., E, € Sg and there is one equation in S for each E; € Sg.
The concept of observation equivalence between two processes is based on
the idea that two systems have the same semantics if and only if they cannot be
distinguished by an external observer. This is obtained by defining an equiva-
lence relation over £. In the following, we report the definition of an observation
equivalence called weak bisimulation [16]. Intuitively, weak bisimulation equates
two processes if they are able to mutually simulate their behavior step by step.
Weak bisimulation does not care about internal 7 actions. So, when F' simulates
an action of F, it can also execute some 7 actions before or after that action.
We will use the following auxiliary notations. If ¢t = a; ---a, € Act™ and
E% ... % ' then we write E & E'. We also write B = E' if BE(5) %
(5)*---(5)* 2 (5)*E" where (5)* denotes a (possibly empty) sequence of 7
labelled transitions. If ¢ € Act*, then £ € £* is the sequence gained by deleting
all occurrences of 7 from t. As a consequence, E == E' stands for E == E' if
a € L, and for E(5)*E' if a = 7 (note that == requires at least one 7 labelled

transition while == means zero or more 7 labelled transitions).

Definition 1 (Weak Bisimulation). A binary relation R C € x & over agents
is a weak bisimulation if (E,F) € R implies, for all a € Act,

o if E5 E', then there exists F' such that F =L F' and (E",F'") € R;

o if F % F', then there exists E' such that E =% E' and (E',F') € R.



Two agents E, F € £ are weakly bisimilar, denoted by E ~ F', if there exists a
weak bisimulation R containing the pair (E, F).

~ is the largest weak bisimulation and an equivalence relation (see [16]).

Security Properties. In this section, we recall from [10] the Persistent_ BNDC
(P_BNDC, for short) security property and its characterization in terms of weak
bisimulation up to high level actions. We start by recalling the definition of
Bisimulation-based Non Deducibility on Compositions (BNDC, for short) [7].
The BNDC( security property aims at guaranteeing that no information flow from
the high to the low level is possible, even in the presence of malicious processes.
The main motivation is to protect a system also from internal attacks, which
could be performed by the so called Trojan Horse programs, i.e., programs that
pretend/appear to be honest but incorporate some malicious code.

Property BNDC' is based on the idea of checking the system against all
high level potential interactions, representing every possible high level malicious
program. In particular, a system E is BNDC if for every high level process IT a
low level user cannot distinguish E from (E|II), i.e., if IT cannot interfere [11]
with the low level execution of the system E.

Definition 2 (BNDC). Let E € £.
E € BNDC iff VII € £y, E\H ~ (E|II)\H.

In [10] it is shown that the BNDC' property is not strong enough to analyse
systems in dynamic execution environments. To deal with these situations, in
[10] it has been introduced the security property named P_BNDC. Intuitively, a
system E is P.BNDC if it never reaches insecure states.

Definition 3 (Persistent_ BNDC). Let E € £.

E € P.BNDC iff ¥ E' reachable from E, E' € BNDC.

We give a simple example of a P_.BNDC process. A more expressive example
can be found in [10].

Ezample 1. Consider the process E; = [.h.j.0 + [.(7.5.0 + 7.0) where [,j € L
and h € H. E; can be proved to be BNDC'. Indeed, the causality between
h and j in the first branch of the process is “hidden” by the second branch
1.(1.7.0 + 7.0), which may simulate all the possible interactions with a high
level process. Suppose now that E; is moved in the middle of a computation.
This might happen when it find itself in the state h.j.0 (after the first [ is
executed). Now it is clear that this process is not secure, as a direct causality
between h and j is present. In particular h.j.0 is not BNDC and this gives
evidence that E; is not P_.BNDC. The process may be “repaired” as follows:
Ey =1.(h.j.0+7.j.04+7.0)+[.(7.5.04+7.0). It may be proved that E, is P.BNDC.
Note that, from this example it follows that P_.BNDC C BNDC.



In [10] it has been proven that the property P-.BNDC is equivalent to the
security property SBSNNI [6, 7], which is automatically checkable over finite-
state processes.

However, this property still requires a universal quantification over all the
possible states that are reachable from the initial process E. In [10] it has been
shown that this can be avoided, by including the requirement of “being secure
in every state” directly inside the bisimulation equivalence notion.

In particular, an observation equivalence, named weak bisimulation up to H,
is defined in such a way that actions from H may be ignored, i.e., they may
be matched with zero or more 7 actions. This bisimulation notion is based on
a suitable transition relation é\ g which does not take care of both internal
actions and actions from H.

Definition 4. Let E,E' € £ and a € Act. We define the transition relation
:a>\H as follows:

B @ E=%F ifag H
H - a T .
\ E=FE orE=FE ifa€cH

Note that the relation :d>\ H 1s a generalization of the relation =% used in the
definition of weak bisimulation [16]. In fact, if H = @, then for all a € Act,
E :a>\H E' coincides with E == FE'.

The concept of weak bisimulation up to H is defined as follows.

Definition 5 (Weak Bisimulation up to H). A binary relation R C & x &
over agents is a weak bisimulation up to H if (E, F) € R implies, for all a € Act,

(1) if ES E', then there exists F' such that F :d>\H F' and (E',F') € R;
(2) if F % F', then there exists E' such that E é\H E" and (E',F') € R.

Two agents E, F' € £ are weakly bisimilar up to H, written E =\ F, if (E, F) €
R for some weak bisimulation R up to H.

The relation ~\  is the largest weak bisimulation up to H and it is an equivalence
relation.

In [10] it has been proved that P_.BNDC can be characterized in terms of
~\ g as follows.

Theorem 1. Let E € £. Then, E € P.BNDC iff E~\y E\H.

3 Defining P. BNDC Processes

In this section we define a transformation on processes which maps an arbitrary
process into a P_.BNDC one. Moreover, we show that a process is P_.BND(' iff
it is weak bisimilar up to H to its transformed version. In order to prove this
second result we exploit some basic properties of weak bisimulation up to H
which are introduced in Section 3.1.



3.1 Basic Properties of ~\ g

We start by proving some properties of the relation ~\ . Actually the relation
~\ g enjoys the majority of the properties of the standard weak bisimulation.
First of all ~\  is coarser than ~.

Lemma 1. If Ex F, then E ~\g F.

Proof. Let S = {(E,F) | E = F}. The binary relation S is a weak bisimulation
up to H since for all processes E it holds that if E = E', then E ==\ E'. O

The relation =\ g is compositional with respect to the restriction on high
level actions, as stated by the following lemma.

Lemma 2. If E ~\y F, then E\H ~\y F\H.

Proof. Let S = {(E\H,F\H) | E ~\y F}. It is easy to prove that S is a weak
bisimulation up to H. O

The P_.BNDC' class of processes is closed with respect to the equivalence
relation of ~\ g.

Lemma 3. Let E,F € £. If E~\g F and F' € P_.BNDC, then E € P_BNDC.

Proof. If E ~\g F', then we obtain

~\g F\H by Theorem 1
~\g E\H by Lemma 2

Hence, since £ =\ y E'\ H, by Theorem 1 we obtain that £ is P-.BNDC. O

By Lemma 1 and Lemma 3 it immediately follows that if £ ~ F and F' €
P_BNDC, then E € P_.BNDC.

Another useful property of P_.BNDC processes is that restriction and hiding
with respect to high level actions yield weakly bisimilar processes.

Lemma 4. If E € P_.BNDC, then E\H ~ E/H.

Proof. This is a consequence of the fact that P_.BNDC' is equivalent to the
SBSN NI property [10] and SBSN NI implies that E\H =~ E/H [6,7]. O

3.2 The 7 completion of a process

Now we are ready to define our first transformation over finite-state processes
which maps a process E into a P_.BNDC process E".

Definition 6 (7 completion of E). Let E € £ be one of the processes defined
by a system of equations S. The T completion of E is the process E™ defined by
the system S™, where:



—if F=0isin S, then F" =0 is in S”;
—if F =3 crliFi+ 3 e 0 Fjisin S, withl; € LU{r} and hj € H, then
F7 =S e FT + ey by F] + Y0, 7.F] s in S7.

In practice, the LTS associated to E7 can be obtained from the LTS of E by
simply adding a 7 edge whenever there is a transition with a label in H.

Example 2. Counsider the process E defined by the following system S:
E=hF+1.0
F=1E

Using the above definition we obtain the process E7 defined by

E"=hF +717F" +1,.0
FT =1,.E"

The two LTS’s for E and E7 are depicted in Fig. 2. Different edges between
the same nodes are represented in a compact way with a single arc labeled by a
sequence of actions separated by commas.

h h 1
I2 l1 l2

l1

Fig. 2. The LTS’s representing £ and E”

The following lemma formalizes the relations between E and E”, which are
at the basis of all the results in this section.

Lemma 5. Let E € £.

1. if ET % E' with a # T, then there exists By such that E' = ET and E % E\;

2. if ET 5 E', then there exists E; such that E' = E] and E LA E, with
ke HU{r};

3. if E% Ey witha € HULU {7}, then ET % EJ;

4. if BT E' with h € H, then E™ 5 E'.

Proof. Tt immediately follows by Definition 6. O

The difference between E and E7 is that whenever E can perform a high
action, E7 can silently simulate the same reduction, thus hiding the high level
actions to the low level user. We prove that E” so defined is P_.BNDC'.

Theorem 2. For any process E € £, E™ € P_.BNDC.



Proof. Let S = {(E",E"\H) | E € £}. It is easy to prove that S is a weak
bisimulation up to H. The result follows by Theorem 1. O

The following lemma shows that E and E” behave in the same way if we
hide the high level actions.

Lemma 6. For any process E € £ it holds that E/H =~ E™ /H.

Proof. Let S = {(E/H,E"/H) | E € £}. By Lemma 5, it is easy to prove that
S is a weak bisimulation. O

The previous result is not sufficient to guarantee that the transformation
preserves the semantics of the process, at least from the low level user point
of view. In fact, what the low level user can observe are the restrictions E\ H
and E7\ H. The following theorem identifies the class of processes for which the
transformation preserves the low level semantics.

Theorem 3. Let E€ £. E\H ~ E"\H iff E\H =~ E/H.
Proof. If E\H =~ E™\ H, then

E\H =~ E™\ H by hypothesis
~ ET/H by Theorem 2 and Lemma 4
~ E/H by Lemma 6.

If E\H ~ E/H, then

E\H ~ E/H by hypothesis
~ E™/H by Lemma 6
~ E"\H by Theorem 2 and Lemma 4.

a

The processes satisfying F\ H =~ E/H are studied in [7] and form the class
of BSNNI processes. In [7] it is also shown that the class of P_.BNDC' processes
(there called SBSNNI) is properly included in the class of BSNNI processes.

In a certain sense we have the feeling that E7 is a straight completion of £
in order to obtain a P_BNDC(C process, and that if £ is P_.BND(C' then E must
be not too far from (in strong connection with) E7. In the rest of this section we
study which is this connection. First, we show that P_BNDC' properly includes
the class of processes which are weakly bisimilar to their 7 completion and it is
properly included in the class of processes whose H restriction is weak bisimilar
to the restriction of their completion.

Proposition 1. Let E € £. The following properties hold:

(1) if E~ E" then E € P_BNDC;
(2) if E € P_.BNDC then E\H ~ E™\H.

Proof. (1) By Theorem 2 we have that E7 is P.BNDC, hence by Lemma 3 we
have the thesis. (2) This is a corollary of Theorem 3 and of Lemma 4. a



Note that £ € P_BNDC does not imply £ ~ E7. As an example consider the
process EE = h.0 which is P.BND( but it is not weak bisimilar to E” = h.0+7.0.
Moreover, E\H ~ E™\H does not imply E € P_.BNDC'. This is a consequence of
the fact that, by Theorem 3, E\H =~ E™\H is equivalent to the BSNNI property
which, as already said, is weaker than P_BNDC (see [7]).

The following theorem shows that if we use the relation =\ y instead of ~ we
obtain the desired characterization of P_BNDC' processes.

Theorem 4. Let E € £. Then, E € P.BNDC iff E ~\py E™.

Proof. (=)
E ~\g E\H by Theorem 1
~\g E/H by Lemma 4
~\g E"/H by Lemma 6
~\g ET\H by Lemma 4
g BT by Theorem 1.

(<) By Theorem 2, we have that E™ € P_BNDC, hence, by Lemma 3, we
obtain the thesis. a

4 Checking P. BNDC

By Theorem 4, it follows that in order to check whether a process E is P.BNDC
we can equivalently check whether E ~\g E7. The first question should be
whether this test is decidable or not; then it is necessary to study the complexity
of a decision algorithm. Instead of defining an ad hoc algorithm we prefer here to
prove that it is possible to reduce the test of weak bisimilarity up to H to a test
of weak bisimilarity!. Hence, we define a second transformation over processes
which maps a process E into a process E¥ in such a way that E ~g FOff
Ef ~ FH Since the transformation can be performed in linear time we obtain
that the test of weak bisimilarity up to H is in the same complexity class of the
test of weak bisimilarity.

Definition 7. Let E € £ be one of the processes defined by a system of equations
S. Ef is the process defined by the system S, where:

—if F=0isin S, then F¥ =%, h.FH" isin SH;
—ifF =) 0. Fi+) 0, 7.Fj isin S, with a; # 7, then FHE =%
Y ics TF+ Y cinen W ET + X ey hoF™is in ST

pH
ier @i Fi+

The LTS associated to E*! can be obtained from the LTS of E by adding all
the possible H transitions to any 7 transition and all the possible H self-loops.

! Note that weak bisimilarity is usually tested through strong bisimilation on trans-
formed processes (see [4]).
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Ezample 3. Let H = {hy, h2} and consider the process E defined by the follow-
ing system
E=1.F
{F = h.E

We have that E* is process defined by the following system

ET =7 FH 4 by FH 4 by FH 4+ by ET + hy . EH
FH —p, EH 4 ) FH 4 by FH

T
hy

Fig. 3. The LTS’s associated to E and E7

T,

hy.h,
hl,h2
hy

Similarly to Lemma 5 in the previous section, the following lemma formalizes
the relations between E and E*. Its proof follows by Definitions 4 and 7.

Lemma 7. Let £ € £.

(1) if Ef % E' with a ¢ H, then there ewists Ey such that E' = EF and
E % Ey;

(2) if EH X E' with h € H then there exists Ey such that E' = EF and E 5 B
with k € {h}U {7};

(3) if BH 5 E' then EX 5 E' for all h € H;

(4) if ES By then EY % EH for any action a;

(5) if E S By then BX 5 EH for allh € H;

(6) if E :a>\H Ey then E¥ = EF for any action a;

(7) if E =\ i By then E¥ 25 EX for all h € H;

(8) if B N EH then E é\H E, for any action a.
We are now ready to prove the main result of this section which shows that

we can reduce the test of =\ to a test of ~.

Theorem 5. Let E,F € £. Then, E =g F iff EH ~ FH,

Proof. (=) Let S = {(E¥,F") | E ~\y F}. By Lemma 7, it is easy to prove
that S is a weak bisimulation. (<) Let S = {(E, F) | Ef ~ F#}. By Lemma 7,
it is easy to prove that S is a weak bisimulation up to H. O

The results presented so far show that the 7 completion of a process F is a
P_BNDC process which can be used both to check whether E is P.BND(C and
in case it is not to rectify it. Moreover, both the construction of E™ and the
P_BNDC test performed using E7 have a low time complexity, as stated by the
following result.

11



Theorem 6. Let T'(ni,n2,mi,mz) be the time complexity of an algorithm to
test F1 ~ F» where ny o is the number of nodes in LT S(F12) and m1 o is the
number of edges in LT S(F} 2). It is possible to check if E € P_.BNDC in time
T(n,n,m", m™)+O(n+m7), where n is the number of nodes in LT S(E), m*
is the number of edges in LTS(E*), m™ is the number of edges in LTS(ET),
and m™ is the number of edges in LTS((E™)H).

Proof. This is an immediate consequence of the following facts:

— LTS(E*) and LTS(ET) have the same number of nodes of LT S(E);

LTS(E™) can be computed through a visit of LT'S(E);

LTS(E™) can be computed through a visit of LT'S(E);

LTS((E™)H) can be computed through a visit of LT'S(E™);

— the number of edges in LT'S(E™) is greater than the number of edges in
LTS(E), hence O(n+m)+O(n+m™) = O(n+m"), where m is the number
of edges in LT S(E).

a

Notice that if m is the number of edges in LT'S(E), then m™ < m + mp, where
my is the number of edges in LT'S(E) labelled with a high action. Moreover,
m*t < m + H xm,, where m, is the number of edges in LT'S(E) labelled with
a 7 action. Hence, m™™ < m + +H * (m, + mpg). However, in order to check
Ef ~ (E7)H it is not really necessary to explicitly compute Ef and (E™)H,
since it is sufficient to build a simple interface for the bisimulation algorithm
which reinterprets the labels of the transitions. More precisely, for instance, the
set of processes which can evolve into Eff with a h action is equal to the union
of the set of processes which can evolve into E with a 7 or a h action.

5 An Example

In this section we illustrate through an example how the 7 completion can be
used to rectify a process which is neither P_.BNDC nor BSNNI.

Note that, as the system is not BSNNI, then it is neither BNDC, i.e., it is
insecure even with respect to non-dynamic environments. Moreover, the fact that
the system is not BSNNI implies (by Theorem 3) that the low level semantics is
not preserved by the 7 completion. However, we will see that the way low level
semantics is changed is very reasonable and only affects some deadlock states
caused by high level activity.

Consider the process C described through a value-passing extension of SPA by

C =in(z).out(z).C

C is a channel which may accept a value z at the left-hand port, labelled in.
When it holds a value, it may deliver it at the right-hand port, labelled out. If
the domain of z is {0,1}, then the channel C' can be translated into SPA in a
standard way by following [16] as:

C = lnowoc +inq.out;.C
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Let us assume that C' is used as communication channel from low to high level.
This can be expressed as ing,in; € L and outy, out; € H.

Note that such a channel should be secure as it provides a “legal” information
flow from low to high. However, we show that this is not the case. If we compute
C™ we obtain

C™ =ing.(outy.C™ + 7.C") + iny.(out; .C™ + 7.C7)
Moreover, CH and (C7)# are respectively

CH :ino.%o.CH+in1.%1.CH+%O.CH+%1.CH

(CTYH = ing.(outs.(CT)H + 7.(CT)H + out,.(CT)H)+
Z’I’Ll(%l(c‘r)H + T.(CT)H + %O(CT)H)'F
%0.(CT)H +%1.(CT)H

It is immediate to see that they are not weak bisimilar, since (C™)¥ can
silently reset itself after every input action, while C¥ must always execute the
corresponding output. Hence C' is not P_BNDC'. Intuitively, a high level user
can indefinitely block the process C after each low level input by just refusing to
accept the corresponding output (remind that communication is synchronous).
The potential high level deadlocks could be exploited to transmit information
as shown, e.g., in [7].

Now, by Theorem 2 we can replace C' by C” thus obtaining a P_BNDC
process. Intuitively C” is P_.BNDC(C' as the presence of “resetting” 7 transitions
avoids the high level deadlocks mentioned above.

These 7’s basically makes the channel a lossy one, as high level outputs may
be non-deterministically lost. However, note that non-determinism is used to
abstract away implementation details. For example, such 7’s could correspond,
at implementation time, to time-outs for the high output actions, i.e., events that
empty the channel and allow a new low level input, whenever high outputs are
not accepted within a certain amount of time. In this respect, it would be quite
interesting to rephrase our theory to models enriched with time or probability
as [2,12,8], in order to study how the 7 completion instantiate to more concrete
settings. Even if the resulting process behaves differently from the low level point
of view (C' is not BSNNI), we think that C'™ can be reasonably proposed as a
secure rectifying of C.

Indeed, note that the only difference, from a low level perspective, is the
absence in C7 \ H of deadlock states after the low level input actions. Such
states of C' \ H are exactly the cause of potential information flows in process
C, as they provide a causality between high level activity (i.e., accepting or not
high outputs) and low level one.

In general when we define E” from a given process E and we add a 7 transi-
tion relative to a high level output, this can always be seen as the insertion of a
time-out. While in the case we add a 7 transition relative to a high level input
this corresponds to generating a non-deterministic high input. This latter case
is clearly less reasonable. Hence, our transformation seems to be appropriate for
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fixing flows related to high level outputs. A rectifying strategy could be to add
only the 7 transitions relative to the outputs and check whether this is sufficient
to have a P_BNDC' process.

6 Conclusions

In the recent years, issues concerning security have received an increasing at-
tention due to the augmented possibilities of interconnections and information
exchanges. A number of formal definitions of security properties has been pro-
posed in the literature.

In this paper we consider the security property P_BNDC based on the idea
of Non-Interference [11, 19,22] which has been deeply studied in [10] and showed
to be suitable to guarantee security in a dynamically reconfigurable context. We
present a method to automatically construct a P_BNDC' process by a trans-
formational approach. We show that the transformation preserves the low level
observational semantics of BSNNI processes. Moreover we illustrate on an exam-
ple how the transformation produces reasonable corrections also for non BSNNI
processes where a modification of the low level semantics is necessary in order to
ensure security. We show that our transformation can be used also to efficiently
check the P_.BNDC property, exploiting existing tools for bisimulation.

We are presently trying to apply our techniques to more significant exam-
ples in order to establish their effectiveness in producing secure systems from
insecure ones. Moreover, it would be interesting to have a measure of what se-
curity damage would be in case P_.BNDC' does not hold. In [18], it is proposed a
way of classifying information flow properties depending on which kind of chan-
nels from high to low level are implementable from systems that do not satisfy
such properties. For example, obtaining a “perfect” channel represents a damage
worse than, e.g., obtaining a noisy one. It could be interesting to measure the
strenghtness of P_.BNDC' with respect to this kind of classification.
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