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Abstract

Non-interference has been advocated by various authorsiaigoam framework
for the formal specification of security properties in cogriaphic protocols. Un-
fortunately, specifications based on non-interferenceoften non-effective, as
they require protocol analyses in the presencallgbossible intruders.

This paper develops new characterizations of non-intenfe that rely on a
finitary representation of intruders. These charactddmatdraw on equivalence
relations built on top of labelled transition systems in eththe presence of in-
truders is accounted for, indirectly, in terms of their (thieuders’) knowledge of
the protocols’ initial data. The new characterizationshappiformly to trace and
bisimulation non-interference, yielding proof technigifer the analysis of vari-
ous security properties. We demonstrate the effectivesfessch techniques in the
analysis of different properties of a fair exchange protoco

1 Introduction

Non-interference has been advocated by various author$4[115] as a powerful
method for the analysis of cryptographic protocols. In [14], Focardiet al. pro-
pose a general schema for specifying security propertit/s avuniform and concise
definition. The approach draws on earlier work by the samleaaston characterizing
information-flow security in terms of Non-Interference.

Informally, the idea is that a system is secure if what a lewel user sees of the
system does not change when the system is composed withgimyelviel component.
In [13] these ideas are formalized in the the Security Progdgebra (SPA, for short),
a variant of CCS in which the set of actions is partitioned imto sets.L, for low, and
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H for high. In this context, a Non-Interference propéxtyfor a proces® is expressed
as follows:
P e Nlif (P||M)\H =N P\H, VM € 7y 1)

Herexy is the class of high-level processes (i.e., built arountbastinH), ~y; is an
observation equivalence (parametric in the propBi)y while || and\ denote parallel
composition and restriction. The procesBadd and(P||) \ H represent the low-level
views ofP and ofP| |1, respectively, and property (1) above formalize the iiduithat:
“If no high-level process can change the low behavior of §stesn, then no flow of
information from high to low is possible”.

In [14] Non-Interference is employed to provide a generdiniteon of security
properties for cryptographic protocols described as tef@@ryptoSPA, a process al-
gebra that extends SPA with cryptographic primitives. Hbeeidea is to view the
participants in a protocol as low-level processes, and fioesent the possible exter-
nal attackers as high-level processes. Then, Non-Inexéarimplies that the attackers
have no way to change the low (honest) behavior of the pratoco

There are two aspects of this idea that need to be addressaurtalize it in full.
First, the intruder should be assumed to have completeaaer the public compo-
nents of the network. Consequently, any step in a protogolwing a public channel
should be classified as a high-level action. However, singetocol specification is
determined by the exchange of messages over public chaamharacterization like
(1) becomestrivial, agP||M) \ H andP\ H are simply the null processes. In [14] this is
rectified by extending the CryptoSPA specification of a pcotevith low-level actions
associated with certain steps in the protocol executioth jgrformulating the desired
security property in terms of the observation of those aetio

A further problem in applying Non-Interference to protoanhlysis arises from the
need to formalize the import of the cryptographic primigive protecting the protocol
participants from the intruders (dually, this correspotal$ormalizing the power of
the intruders). In [14] this is achieved by making the deifimitof Non-Interferen-
ce dependent (i) on the initial data in control of the attackad (ii) on an inference
system which expresses the ability of the attacked to coenpeiv data. Typically, the
initial data include the attacker’s private keys, as wekag piece of publicly available
information, such as names of entities and public keys. 1Gihe initial data, the
power of the attacker is completely characterized by itéitglib compute new data
(messages and keys) by means of the rules of the inferentmsy we denote the
initial knowledge withg, we can reformulate property (1) for a proto€oas follows:

P NIif (P||M)\H ~n P\H, v € 2$ 2)

wherer?! is the set of the high-level procesggsvhich can perform only actions using
the public channel names and whose messages (those syeltgetppearing ifil) can

be deduced fronp. The termP\ H represents the secure specification of the protocol
P running in isolation on perfectly secure channels: theblésbehaviour oP is given

by the low actions included in the specification to charaotahe security property of
interest. IfP\ H is equivalent tdP||IT) \ H then we have a guarantee tliais not able

to modify in any way the observable executiorRf.e., the security property holds.



This framework is very general, and lends itself to the ctimrézation of vari-
ous security properties, obtained by integrating the paitepecification with suitable
low-level actions and instantiating the equivalengg in the schema above. Instead,
this framework is less effective as a proof method, due taithieersal quantification
over all the possible intrudef$ in the classpﬂ. In [14], the problem is circumvented
by analyzing the protocol in presence of the “hardest agtidicikHowever, this charac-
terization is proved correct only for the class of relattips ~y; that are behavioral
preorders on processes. In particular, the proof methodtigpplicable for equiva-
lences based on bisimulation.

In this paper we partially rectify the problem by developaigchnique which does
not require us to exhibit an explicit attacker (nor, in pautar, it requires the existence
of a hardest attacker). Our approach draws on ideas frono [@dresent the attacker
indirectly, in terms of a context-sensitive labelled tiina system. In our approach,
the labelled transitions take the form

P2 @goP

where@ represents the context's knowledge prior to the transittmd g is the new
knowledge resulting fron® performing the actiom. Building on this labelled transi-
tion system, we provide quantification-free characteioratfor different instantiations

of (2), specifically whenvy, is instantiated to trace equivalence, and to weak bisimu-
lation. This allows us to apply our technique to the analg$isafety properties, e.g.,
secrecy, authentication and integrity, as well as faileresgive properties such as fair-
ness and non-repudiation. We demonstrate the latter witbtaqol offair exchange

In particular, we apply our method to the ASW contract signimotocol [2], whose
applications include home banking and electronic commerce

Plan of the paper Section 2 gives a brief review of the process calculus Ci§pta
Section 3 introduces context-sensitive labelled tramsislystems. Section 4 gives char-
acterizations for various security properties. Sectioe#etbps our case study and and
Section 6 draws some conclusions.

A preliminary version of this paper appeared in [9].

2 The Calculus CryptoSPA

The Cryptographic Security Process Algeli@ryptoSPA, for short) [16] is an exten-
sion of SPA [13] with cryptographic primitives and constiufor value passing. This
section provides a brief overview of the syntax and semaufithe calculus, based on
[16], to which we refer the interested reader for full detail

We presuppose a s€onstof constants, ranged over by capital letté&, .. .,
and a setr of channels, partitioned into two setsandL of high and low channels,
respectively. Asort function Msg maps every channel into the set of messages that
can legally be transmitted over that channel. Walétc, ... anda,b,c,... range over
input and output channels, respectively, and assMisgic) = Msg(T) forallc e c.



Messages, ranged over by form a set built around two further sefl, of basic
messages anid of encryption keys, and closed under pairimg m') and encryption
{m}. We also presuppose a functiort : K — K such thatk—1)~* =k, forallk e K.

The syntax of CryptoSPRerms(or processesis defined as the following extension
of value-passing CCS:

P:= 0|c(x).P|cmP|t.P|P+P|P||P|P\C|P[f]]
| A(my,...,mn) | [m=m]P;P | [(my...mn) Fryie X|P; P

Bothc(x).P and[(m...my) Frye X]P; P’ bind the variablein P. Constants are defined

by equations of the form(xi, ..., Xn) def P, whereP is a process that may contain no
free variables excepd, ..., xn, Which must be pairwise distinct. We writeP andc.P

in place ofc(x).P andtmP, respectively, whenever the messages exchangedon
irrelevant.

The reading of most of the constructs is standdrds the empty process, which
does nothinge(x).P waits for inputm on channet, and then behaves &m/x] (i.e.,

P with all the free occurrences &fsubstituted byn); tmP outputsm on channet and
continues a®; 1.P performs the internal actionand continues aB; P; + P, represents
the nondeterministic choice betweBnandP;; Py||P, is parallel composition, where
the executions oP; andP; are interleaved, possibly synchronized on complementary
input/output actions, producing an internal actiorP \ C behaves like proced$3 but
the restriction\C makesP’s exchanges over the channel<invisible to the context;
P[f] is like P with every channet relabelled intof(c); A(my,...,m,) behaves like
its defining process with the variables - - -, X, substituted with messages, - - -, my;
[m= m]Py; P, behaves like?; if m= ' and lieP, otherwise; finally,[{m;...my) Fryle
X|P1; P> behaves likéP; [z/x] for all zderivable from the set of messagas..m, by an
application of rulé—e; If no suchz exists, it behaves likE,.

To ease the notation, we wrien= n7|P; and[(my...my) Frye X|Py instead of m=
m'|Py; 0 and[(my...mn) e X]P1; O, respectively. We denote the set of all CryptoSPA
processes and byy the set of all high-level processes, i.e., those constiuatdy
using actions irH U {t}.

The operational semantics of CryptoSPA is defined in ternialmdlled transitions
of the formP -2+ P’ whereP andP’ are processes aris an action in the sekct=
£ U{t}. Heret is the internal, (invisible, or silent) action, whileis the set of visible
actions defined as = {c(m) | me Msg(c)} U{tm| me Msg(c)}. We presuppose a
functionchan(a) which returnsc if ais eitherc(m) ortmand the special channebid
whena = 1. By an abuse of notation, we writém),cme H wheneverc,t € H, and
similarly for L. Also, we often abbreviate(m) andtmto ¢ andt, respectively, when
m can safely be disregarded.

The labelled transition system is defined in Figure 2. Mogheftransitions are
standard, and formalize the intuitive semantics of the @secconstructs discussed
above. The two ruleg-;) connect the labelled transition system with the inference
system in Fig. 1. As we mentioned in the Introduction, theiahce system mod-
els the ability of the attacker to compute new informaticomnirits initial knowledge.



In particular, the system in Fig. 1, implements the so calfgtfect cryptography”
assumption, whereby an intruder may encrypt and decrypsages, but only using
cryptographic keys in control of the intruder itself. As ansequence, as in [14, 16],
we disregard cryptographic attacks, based on the abiliguéss, or break, secret keys.
We say thatm is deduciblefrom a set of messages(and write@ - m) if m can be
obtained fromp by applying the inference rules in Fig. 1.

m . (m,nt) (m,nT)
—(m,n'{) (Fpair) T (Ffst) T(l—snd)
m kK {mp k?
- I_enC _—
T (e

Figure 1: Inference system for messagesn € 4/ andk k1 € K

We complement the definition of the semantics with corredpannotions ofob-
servation equivalengeised to establish equalities among processes and bashd on t
idea that two systems have the same semantics if and onlgyfd¢hnnot be distin-
guished by an external observer. The equivalences thatekneant to the present dis-
cussion ardrace equivalencedenoted by~, andweak bisimulationdenoted by~.

We recall them below.
Let us first introduce the following auxiliary notations. \tfenote byP =2 P’ the

sequence of transitior ——)*P; — Py(—)*P’. Moreover, lety = a;...a, € £*
be a sequence of (non silent) actions; we writels P if there areP, P, ... .Pp_1€eP
such thaP =2 p, -2 Gy P12 P The notatiorP =2 P’ stands folP =2 P/
if ac £ and forP (—)* P’ if a= 1 (note that== requires at least onelabelled

transition while== means zero or morelabelled transitions).

The relation otrace equivalencgl1] equates two processes if they have the same
sets of traces, disregarding thactions.

Definition 2.1 (Trace Equivalence).
e T(P)={ye*|3P:P = P’} is the set otracesassociated with process
e Two processeB,Q € 2 aretrace equivalentnotedP ~ Q, if T(P) = T(Q).
(]

Theweak bisimulationrelation [20] equates two processes if they are able to mu-
tually simulate each other’s behavior step by step (modttdansitions).

Definition 2.2 (Weak Bisimilarity). A binary relationg. C 2 x 2 over processes is a
weak bisimulationif (P,Q) € ® implies, for alla € Act,
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Figure 2: The operational rules for CryptoSPA

o if P—2, P, then there exist§ such tha == @ and(P’,Q') € & ;

o if Q-2 Q, then there exist®’ such thaP =% P’ and(P',Q’) € %..

Two processeB, Q € # areweakly bisimilar denoted byP ~ Q, if there exists a weak
bisimulation®. containing the pai(P, Q). Weak bisimilarity, noted, is the largest
weak bisimulation (and it is an equivalence relation). O

Trace equivalence is less demanding than weak bisimulatiemce if two processes
are weak bisimilar, then they are also trace equivalent.

In the next section, we introduce coarser versions of thge&vaences, denoted
by ~® and~®, which distinguish processes in contexts with initial kietgeq.



P ™ P tmeH P P oFm om)eH
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Figure 3: Labelled transitions for configurations

3 Context-Sensitive Equivalences

Following [6], we characterize the behavior of processesiims of a refined version
of labelled transitions where each process transition nidpen the knowledge of the
context. To motivate, consider a procésthat produces and sends a messaméx
reaching the state’, and assume tham andk are known toP but not to the context.
Under these hypotheses, the context will never be able tg tiep messagento P’ or
its continuation, unless, of course, they semih clear. Hence, i’ waits for further
input, we can safely leave any input transition involvimgut of the LTS, as thé’
will never receivan from the context.

The states of the new labelled transition systemcangfigurationsp > P, where
P is a process ang is the current knowledge of the context, represented as af set
messages. The transitions represent the possible interattetween the process and
the context and now take the forp> P -2 ¢ > P/, expressing the fact that the
proces$ running in a context with a knowledgemay execute an acticreaching a
proces$’ andg is the new knowledge at disposal to the context for furthractions
with P'.

The transitions between configurations, in Fig. 3, are ddfrather directly from
the corresponding transitions between processes. Theyafize the intuitions we
gave earlier on how to represent the possible interactietswden the process and
an attacker with knowledge. Specifically, in rule ¢utpu), the process performs a
high-level output while the context performs an input; espondingly, the context’s
knowledge is augmented with the information sent by the ggscDually, ruleifiput)
assumes that the context performs an output action synizimgrwith the input of
the process. The message sent by the context must be dedfroill the context’s
knowledgeq, otherwise the corresponding transition is impossible.e Témaining
rules, (au) and (ow), state that the internal actions of the protocol, and thedotions
do not contribute to the knowledge of the context in any way.

In the rest of the presentation, we refer to the transitidesrin Fig. 3 collectively
as theenriched LTSELTS for short). The notation for weak action and sequence of
actions extends directly to configurations. In particulee,write > P == ¢/ > P’ to
denote the sequence of transitiaps P (—)* > Py —— @ > P (—)* ¢ > P,
where, as expecteth= ¢ if 2, is an input, low or silent action. Furthermore, let



Y = a...ay € £* be a sequence of (non silent) actions; then P L @ > P
if there arePy,Py,....Ph_1 € 2 and @1, ¢y, ..., @1 States such thapr> P L, ¢ >
P2 oy @ho1>Phg 2n, @ > P'. The notationp> P N @ > P’ stands for
o> P= ¢ > Pif ac £ and forpr> P (—)* ¢ > P if a=T, as usual.

The notions of traces, trace equivalence and weak bisiityileor configurations
arise as expected:

Definition 3.1 (Trace Equivalence over configurations).

e T(pr>P)={ye*|3¢,P:0>P Loy P’} is the set ofracesassociated
with the configuratiorp > P.

e Two configurations argrace equivalentdenoted byge > P ~¢ ¢g > Q, iff
T(gp>P)=T(g>Q).

o

Definition 3.2 (Weak Bisimilarity over configurations). A binary relation® over

configurations is a weak bisimulation if, wheneygs > P,go > Q) € %, one has, for
allae Act:

o if o> P " @o > P/, then there exists a configuratigry > Q such that
Q> Q= @y >Q and(@ > P, gy > Q) €& ;

o if o> Q> @o > Q then there exists a configuratige > P’ such thatp >
P== @ P and(@ > P,y >Q)ER.

Two configurationge > P andgg t> Q areweakly bisimilar writtenge > P ~® ¢o > Q,
if there exists a weak bisimulation containing the gais > P, ¢o > Q). O

By constructionz® is the largest weak bisimulation over configurations, argléasy
to prove that is an equivalence relation. As for trace eden@e, we can recover an
equivalence relation on processes executing in a contétimitial knowledgey.

3.1 Equivalences undexp

Now we may define corresponding notions of process equigalever processes ex-
ecuting in an environment with initial knowledge

Definition 3.3 (Trace equivalence undekp). Two processeB andQ are trace equiv-
alent underp, notedP ~% Q, iff > P~ o> P. O

Below, we show that-® is strictly coarser than=: intuitively, this follows by
observing that whenever the initial contexts®fand Q share the same knowledge,
then they evolve in the same way: the execution of any traadsléo contexts again
equal. We first prove two useful simple lemmas. The first esléitansitions and weak
transitions over configurations, the second relate prdcassitions and configuration
transitions.



Lemma 3.4. Assumep> P -5 ¢ > P If 91> P =% ¢ > P” for some P then

=g O

Proof. The proof follows from the fact thag> P(—)*¢f > P’ impliesp= ¢, i.e. the
knowledge component of configurations is invariant througtansitions. This follows
directly by an inspection of thegu) rule in Fig. 3 and by induction on the length of

the derivationp> P(—)*¢ > P'. O

Lemma 3.5. Assumep> P =2 ¢/ > P and Q=2> Q. Then alsopr> Q == ¢f >

Q. O

Proof. First observe thap> P -2 ¢ > P’ andQ -2 Q@ imply 9> Q -5 ¢ > Q.
This follows by a case analysis on the possible shapes afid an inspection of the
transition rules in Fig. 3. Then the proof follows by Lemma.3. O

Proposition 3.6. If P ~ Q then P~? Q. O

Proof. Letye T(@r> P). By definition there exisp andP’ such thatpr> p=L @gr>P.

An inspection of the transition rules in Fig. 3 shows tRatls P/, henceye T(P). By

the hypothesi® ~ Q, we know thaty € T(Q). Thus,Q =Y. Q' for someQ’. We prove,
by induction on the length of, thatg> Q == ¢ > Q' holds, i.e.y € T(pr> Q).

e Base If yis the empty trace then the proof s trivial.

e Induction step.Let y be a non-empty trace of the forgfe. Then there exist

P’ Q" andg’ suchthatp> P ¢ > P’ =2 ¢f > P/, and als® = P/ =2 P/

andQ =L @ =2 Q. By the induction hypothesis, we know that> Q -
¢’ > Q. To conclude, we need to show thgt> Q” =2 ¢f > Q', which follows
by Lemma 3.5 from fron®’ == Q and¢’ > P’ =% ¢ > P'.

This shows thaT (¢> P) C T(¢> Q). TheT (o> P) D T(¢@r> Q) inclusion is proved
exactly in the same way. O
To see that-? is strictly coarser than:, considerP def [1.h(x).[x = K]I2.0 andQ def
I1.h(x).0, and observe tha® ~? Q for all @ such thatpt/ k. In fact, the only tran-
sition from @ > P is to the configuratiorp > h(x).[x = k]I2.0. Now, since@t/ k, all
further transitions from the latter configurations lead éavrconfigurations of the form

@ > [m=K]l2.0 with m £ k, which are deadlocked. Exactly the same transitions are
available from@ > Q. On the other hand, if we disregard the initial knowledge
I1.h(K).I2 a trace inT (P), which is not part off (Q).

Next, we introduce a knowledge dependent notion of labdlisimilarity. The
construction mimics the construction sf from ~.

Definition 3.7 (Weak bisimilarity under ¢). Two processe® andQ areweaklyg-
bisimilar, notedP ~? Q, if > P~ > Q. O

Proposition 3.8. If P ~ Q then P~? Q. O



Proof. It is sufficient to show that
% = {(¢>P, 9> Q) | P~ Qandgis a set of messaggs

is a weak bisimulation over configurations. Tale> P, o> Q) € & and let@ >
P-% ¢ >P. ThenP -2 P’. SinceP ~ Q, we know that there exist®’ such that
Q=2 Q andP ~ Q. Then, by Lemma 3.5, we hage> Q== ¢ > Q’, which implies
(@r>P, @ >Q) e R asdesired. O

For future reference, we note that for any processhich executes only low or
internal actions, each ELTS &f coincides (up to isomorphism) with the unique LTS
of Pitself. Letthene, = {P| T(P) C L*} be the class of processes that only exhibit
low or internal actions.

Proposition 3.9. If P € 2 then T(P) = T (@ P) for all ¢. O

As a consequence, the relatiansaand~®, and similarly the relations: and~*®, coin-
cide for the class of processes which only execute low ornaleactions.

Proposition 3.10.LetPQe 7. Forall ¢, P~ Qiff P~®*Qand P~ Qiff P~¢Q. O

4 Non-Interference Proof Techniques

We show that the new definitions of behavioral equivalencg beaused to construct
effective proof methods for various security propertiethimi the general schema pro-
posed in [14, 16]. In particular, we show that making our egleinces dependent on
the initial knowledge of the attacker provides us with séguwharacterizations that are
stated independently from the attacker itself.

We noter.! the (infinite) set of high-level processes build around ragss that
are deducible fronp. 2 represents the set of all possible attackers, which haye onl
access to the public (high) channel names, and whose ougggages may be formed
starting from the initial dat&.

4.1 A characterization of NDC?

The first property we study, known as NDC, results from inssing ~; in (2) (see
the introduction) to the trace equivalence relation As discussed in [14, 16], NDC
is a generalization of the classical idea of Non-Interfeesto non-deterministic sys-
tems. Property NDC can readily be extended to account fazah&ext's knowledge as
suggested in [16], namely:

Definition 4.1 (NDC¥). P e NDC?if P\ H ~ (P||M)\H, ¥ € 2. O

A processP is NDC? if for every high-level proces§l with initial knowledge® a
low-level user cannot distinguidh from (P||I), i.e., if M cannot interfere with the
low-level execution of the process

10



Focardiet al. in [16] show that whempis finite it is possible to find a most general
intruderTop so that verifyingNDC® reduces to checking\ H ~ (P||Top?) \ H. Here
we provide an alternativequantification-free characterizationDC?. This is based
on the following notion of trace equivalence over configioras “up to high-level ac-
tions”.

Definition 4.2 (Trace equivalence undexp up to H).

e T(p>P)/H={Y e*|3¢,P : 01> p=L @ > P andy is obtained frony by
deleting all high-level actions.

e Two configurationgp > P andgg > Q aretrace equivalent up to Hlenoted by
@ >P~f, o> Qif T(gp > P)/H =T(gq > Q)/H.

We then define a corresponding notion of process equivalémgerocesses executing
in an environment with initial knowledge P andQ are trace equivalent undeup to

H, notedP z‘/"H Qif g P=f, 0> Q. O

Theorem 4.3 (NDC?). P € NDC?if and only if P\ H z‘/"H P. O

Proof. We first prove that, for al,
T((PM\H)=T(px>P)/H, VN c2? iff T(P\H)=T(e>P)/H (3)

(=) If T((P|[M)\H) =T (@ P)/H forall N ¢ 27, this holds in particular fofl = 0;
hence, sincd& ((P||0) \H) =T(P\ H), we obtain thal (P\H) =T (¢> P)/H.

(<) AssumeT (P\H) =T(@> P)/H forall N € 2. SinceT(P\H) C T((P||M)\ H)
for all suchrl (see [13]), we obtain th&t (@ P)/H C T((P||M)\ H). For the reverse
inclusion, we show thaT ((P||M) \ H) C T(@> P) for all ¢, and alll € 9. Let
y€ T((P||M)\ H). Then there exis®’, M’ such tha(P||M) \H = (P||1")\ H. The
proof is by induction on the lengthof the derivation from(P||[1) \ H to (P'||M") \ H.

Base If | = 0 we are done, foy is the empty trace.

Induction step.Let| > 0. Then there exid®”,M”, a € Actandy € £* such that

(PIIM)\H -2 (P"|IN")\ H =L (P’||N’) \ H, and withn” € 23" for an appropriate

@’. By the induction hypothesis we know thate T (¢’ > P”). To conclude, we need
to show thatp > P -2 @’ > P”. The proof is by a case analysis on the shape of the
transition(P||M) \ H = (P”||M”) \ H. An inspection of the transition rules in Fig. 2
shows thata may only be a low action or the silent action We analyze these two
cases below.

If ais a low action, sincél is a high-level process, it must be the case hat- P’
and thaf1” = . Hence in particulaf” € 2%. Now, by rule {ow) in Fig. 3 we derive
o> P -2 @ P” as desired.

If insteada = T we have four possible subcases.

e P P”andP =N". ThenP” ¢ #%, and an inspection of the transition rules
shows thatpt> P —— @r> P”.
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e M —TM"andP =P". Again,N” € £, and we conclude becauge> P —>
o> P.
c(m) // tm " . " (0] . ..
e P—P"andln — N”". AgainN” e #;, with me @by definition (formoccurs

in M which is a process irfP,‘j’). Hence, in particularp - m, and then from
c(m)

P — P” we derivep> P am o> P” by rule (npuf) in Fig. 3.
o P P andn 4™ 0", Heren” e 23" with ¢ = U {m}. Moreover, from

P 2™ P” one derivegp> P 2% ¢’ > P by (outpu in Fig. 3.

From (3) we obtain that, for alip
T((P|IM)\H) =T(e>P)/H, Y e 28 iff T((P||N)\H)=T(P\H), vl e 2? (4)
Hence, from(3) and(4), it follows that

T((P|IM)\H) =T(P\H), vl € 28 iff T(P\H)=T(p>P)/H,VNer? (5)

In other words,P € NDC?iff T(P\H)=T(¢> P)/H, VM € »3. By Proposition
3.9 above, sinc& (P\H) CL*, T(P\H) =T (o> P\H)=T(¢r>P\H)/H. Hence

P e NDCPiff T(gr>P\H)/H=T(gr>P)/H,ie,Pc NDCiff P\H=~% P. O

4.2 A characterization of BNDC?

A second, more interesting, application of our approaah éharacterizing thBNDC?
property [14, 16], which results from instantiatiigd) in the introduction with the
equivalence= as shown below. Again, the definition is due to [16].

Definition 4.4 (BNDC?). P € BNDC?if P\ H ~ (P||MT)\ H, VI € #3. O

As for NDCP?, the definition falls short of being effective due to the wmsal quan-
tification overll. Here, however, the problem may not be circumvented by tiegor
to a hardest attacker, as the latter does not exist, beimg ttee(known) preorder on
processes corresponding to weak bisimilarity.

What we propose here is a partial solution that relies onighog a coinductive
(and guantification free) characterization of a sound axipration of BNDC?, based
on the followingpersistentversion ofBNDCY. We write P == P’ (respectivelyp >
P=> ¢ > P') to state thaP’ (¢ > P) is reachable fronP (¢ > P) by means of a
sequence of transitions, irrespective of the trace inwbirghe sequence.

Definition 4.5 (P.BNDC®). P € P.-BNDC? if P’ ¢ BNDCY whenever> P == ¢/ &
P'. In particular,P € P.BNDC? if P’ € P_-BNDC¥, for all ¢/ > P’ reachable fronp >
P. [

1An analogous result has been recently presented by Goetied. in [18] for a timed extension of
CryptoSPA. We discuss the relationships between our andrérseilt in Section 6.
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P_BNDC? is the context-sensitive version of tieBNDC property studied in [17].
Following the technigue in [17], one can show tRaBNDC? is a sound approximation
of BNDC? which admits elegant quantification-free characterirei®pecifically, like
P_BNDC, P_.BNDC? can be characterized both in terms of a suitable weak bisitionl
relation “up to high-level actions”, noted(/"H, and in terms of unwinding conditions,
as discussed next. We first need the following definition:

Definition 4.6. Leta € Act The transition reIatioaé/H is defined as follows:

a N if ag H
7MH = a i .
== or — ifaeH
O

The transition relation== /H is defined as==, except that it treatsi-level actions
as silent actions. Now, weak bisimulations upHoover configurations are defined
as weak bisimulations over configurations except that tleywaa high action to be
matched by zero or more high actions. Formally:

¢ A binary relation® over configurations is weak bisimulation up to Hf when-
ever(go > P.go > Q) € ® one has, for alh € Act,

—ifep>P 2, @ > P', then there exists a configuratigg > Q such that
¢ > Q:é>/H Oy > Q and(@ > P,y > Q) €R;

—if>Q LN @y > Q', then there exists a configuratiga > P’ such that
op > P:é>/H @ > P and(gp > P gy > Q) e R.

e Two configurationsps > P and@g > Q areweakly bisimilar up to H denoted
by @ > P z?H @o > Q, if there exists a weak bisimulation up ltb containing

the pair(gr > P,go > Q).

The reIationz?H may equivalently be defined as follows:

z‘/:H: U {® | ® is aweak bisimulation up tbl over configurations
Also, itis easy to prove that
. relationz/H is the largest weak bisimulation up ikbover configurations
. relationz/H is an equivalence relation.

Finally, as for previous relations over configurations, va cecover an associated
relation over processes in a context with initial knowlegge

Definition 4.7 (Weak bisimilarity under @and H). meH Qiff o> Pz?H o>Q. O
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Now we can state and prove the two characterizatio2 BNDC®. The former
characterization is expressed in termsaof’H (with no quantification on the reach-

able states and on the high-level malicious processes). rélepfiove the following
following lemma.

Lemma 4.8. Let Pe # such that R H ~ ‘/"H P.Ifo> P== ¢ > P, then there exists
P” such that L H == P”\ H and P’ \H ~ ‘/"(H P.

O
Proof. Let P\ H ~ ‘/pH P and assum@ > P = ¢ > P’ with a sequence of steps
(notedp> P == ¢ > P’). The proof follows by induction oh

e Base(l = 0) In this case we can chooBg\ H equal toP\ H; thenphi > P’ =
@ PandP”\H =P\ H and we know thaP\ H ~ ‘/pH P.

e Inductive steffl > 0) Assumepr> P ==|_1 > Q — ¢/ > P’. By the induction
hypothesis, we fin@Y with P\H == @\ H andQ/\ H ~ j’H Q. We proceed by
a case analysis on the possible shapa of

—a¢H. FromQ \H ~°¢ fH Qandy > Q -2 ¢ > P’ we know that there
existsP” such thatp > Q' \ H 4, g > P’\Handy' > P’"\H %7H @ >
P’. In addition, since ¢ H, clearlyy = ¢ = and thus?”’ \ H ~ ‘/"(H P.

— a=c(m) € H. Theny - mandy = @. From FromQ' \ H ~ j’H Q, and the
observation that an@ \ H does not perform high-level actions, we fiR¢
andy/’ such thatp > Q' \H == ¢/ > P”\ H andy/ > P\ H Ry @ > P
Furthermore, since the knowledge component of configurai®invariant
throughrt, we havey = /' in the last weak transition, which impligg =

@. ThusP”\ H ~ /‘dH P’ as desired.

— a=ctmeH. Theng = Yu{m} and the reasoning is similar to the previous
case. In fact, fron® \ H ~ ;“H Q and the fact tha® \ H does not perform

high-level actions, there exi&t’ andy’ such thatp > Q' \ H N >
P"\H andy/ > P"\H =¢ )y ¢ > P". Again, = {/ in the last weak
transition, and sinc®” \ H does not perform any high-level actiog, >

P/\H~%, ¢>P"\Hand thus\H ~ %, P.
O
Theorem 4.9 (RBNDC®? 1). P € P_.BNDC?if and only if P\ H ~ ‘/pH P. O

Proof. (=) We first show thaP € P_.BNDC® impliesP\ H =~ ?H P. Tothisend itis
sufficient to prove that

R = {(e>Pi\H, o>P2)| Pi\H~P,\H, P, P.BNDC?
and@is a set of messaggs
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is a weak bisimulation up tbl over configurations.
This follows from the following cases. Lépr> Pi\H, o> P) € %..

e o> P \H % ¢ > P, \H with ag H. Hence,P,\H % P;\ H. By the
hypothesis thaP, \ H ~ P, \ H there existd®, such that? \ H = P\ H and
P; \H =~ P;\ H. Hence, since both internal and low actions do not depend on
the context’s knowledgep= ¢ and@> P, == ¢f > P}, i.e., o> Po== )y ¢ >
P. Moreover, sincé® € P_BNDC? it holds thatPy € P.BNDCY, and thus, by
definition of® , (¢ > P \H, ¢ > P5) € ®.

e o> P, % ¢ > Pywithag H. HenceP, \H - P4\ H. SinceP; \ H ~ P,\ H,
there exist] such thatP; \ H 2 P;\H andP; \ H =~ P, \ H. Hence, since
both internal and low actions do not depend on the contertswedgep = ¢
andor P\ H N @ P\H, ie,o> P\ H:é>/H @ > P\ H. Moreover,
sinceP, € P.BNDC? it holds thatP, € P_BNDCY, and thus, by definition of ,
(@>P\H,¢>P)exr.

o o>P -1 P, with a= c¢(m) € H andg+ m. SinceP>» € P.BNDC? thenP, €
BNDC?. Let be the processm We have thafll € 2. andP,\H = (P,||I)\ H.
Hence,(P,||M)\H —— P\ H. SinceP;\H ~ P>\ H ~ (P,||) \ H, there exists
P; such thaf; \ H N P;\H andP; \H ~ P;\ H. Hence, since internal actions
do not depend on the context’s knowledge; ¢ ander> P; \H N @ >P\H,
ie., o> Pl\H:f>/H ¢ > P; \ H. Moreover, sincé® € P_.BNDC? it holds that
P, € P.BNDCY, and thus, by definition of , (¢ > P, \H,q > P}) € % .

o P> P, witha=tme H and@ = @u{m}. SinceP, ¢ P_.BNDC® then
P, € BNDC?. Let I be the process(x).0. We have thafl € 2% andP, \ H ~
(P2||M)\ H. Hence (P, ||M)\H - P,\H. SinceP;\H ~ P>\ H ~ (P,||M)\H,
there exists] such thatP; \ H RN P{\H andP;\H ~ P;\ H. Hence, since
internal actions do not depend on the context’s knowleggeP; \ H :T> @ >

1\H,i.e.,o> P1\H:f>/H ¢ > P;\ H. Moreover, sinc®, € P_.BNDC?it holds
thatP; € P.-BNDCY, and thus, by definition ok , (¢ > P} \H,q > P}) € % .

< We now show thaP\ H ~ 7H P impliesP € P.BNDC?. In order to do it we
prove that

® = {(PL\H,(Pf|M)\H) | I'Ie;P,fandPl\Hz(/PHPz}

is a weak bisimulation. This is sufficient to say tiate P.BNDCP®. In fact, by
Lemma 4.8, for everyy > P’ reachable fromp > P there exists®?” \ H reachable
from P\ H such thatP” \ H =~ ‘/ﬂH P’. Hence, by definition ok , we have that for all

ne LPqu, (P"\H,(P||IM)\H) € . Sinceg is a weak bisimulation, we have that
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forall M c 2%, P\ H ~ (P'||N)\ H and, in particularP” \ H ~ P'\ H. Sincex is
an equivalence relation, by symmetry and transitivity, meehthat for every > P/
reachable frompr> P and for allll € zp,f, P'\H~ (P||N)\H,ie.P e P.BNDCY.
Thus, by definition oP_.BNDC?, P € P_-BNDC®.

The fact thatg is a weak bisimulation follows from the following cases.

Let (PL\H,(P2[|[M)\H) € ..

e PI\H -5 P,\HwithagH. Thus,or> P1\H - ¢ > P}, \ H with ¢= /. By
the hypothesis tha®, \ H ~ §, P, there exis? and¢’ such thatpt> P, N
¢' > Pyand@ > P \H ~ )4 ¢ > P5. Since both internal and low actions do
not affect the context’s knowledge= ¢ = ¢’ andP; \H ~ ‘/"H P;. In particular,
P, =2 P, and thus(P2||M) \ H == (P}||M) \ H, i.e., by definition of, (P} \
H, (PallM\H) e %..

e (P||IM)\H -2 (P||M)\ H where alsoP;\H - P,\ H anda ¢ H. Thus,
o> P2 -2 ¢f > P, with 9= /. By the hypothesis tha \ H ~ %1 P2, there exist
P, \ H and¢’ such thatp> Py \H == ¢’ > P\ H and¢’ > P{\H ~ 4 ¢ >
P5. Since both internal and low actions do not affect the cafstdaowledge,
¢=¢ =¢ and thusP; \H ~ ‘/pH P,. Moreover, sincea ¢ H, we have that

Pi\H N P; \ H and, by definition oz , (P{ \ H, (P5||1)\H) € % .

o (P||M)\H — (P[|") \ H with T — 1" If N € 23 then alsd’ € 2$ and
thus, by definition o , it trivially follows that (P, \ H, (P2|[N")\H) € %..

c(m)

o (Po|IM)\H — (Py||IM") \ H whereP; == P}, M = 11, @+ mandc(m) € H.
Thus,@> P, olm) @ > P, with 9= ¢f. By the hypothesis tha® \ H ~ ?H P,
and the fact thaP; \ H does not perform high-level actions, there eRst H
and ¢’ such thatpr> Py \H == ¢’ > P\ H and¢ > P,\H ~ ; ¢ > P%.
Since internal actions do not affect the context’s knowiedny= ¢ = ¢’ and
thusP] \H ~ ‘/"H P,. MoreoverP; \ H == P} \ H and then, by definition o ,
(PL\H, (R[M\H) e %.

c(m)

o (Po|IM)\H - (Py|IN")\ H whereP, =% Py, M == M’ andtme H. Thus,
o>P 0> P, with ¢ = U {m}. By the hypothesis thd \ H ~ (/PH P, and
the fact thaP; \ H does not perform high-level actions, there efist H andg’

such thatpr> Py \H == ¢’ > P} \H andg’ > P, \H ~ /; ¢/ > P4. Since internal
actions do not affect the context’s knowledge= ¢’. Moreover, sincé® \ H
does not perform any high-level actiopj> P;\ H ~ 4 ¢ > P\ H, and thus

Pi\H ~ ‘/"(H P;. Moreover/[1 e ?}‘f andP;\ H N P; \ H. Hence, by definition
of &, (P \H, (PIM\H) € %.
O
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The second characterization BEBNDC? is given in terms ofunwinding conditions
which demand properties of individual actions. Unwindiranditions aim at “dis-
tilling” the local effect of performing high-level actiorend are useful to define both
proof systems (see, e.g., [8]) and refinement operatorpthaerve security properties,
as donein [19].

Theorem 4.10 (PBNDC? 2). P € P.BNDC? if and only if for all ¢/ > P’ reachable
from P, if ¢ >P - y>Q for some he H, theng > P == ¢/ > Q' and
Q\H~Q\H. O
Proof. < Let P be a process ang be a set of messages such that for@l> P/
reachable fronp > P andq > P/ LN Y > Q with h € H, there exisQ’ and{/ such
thatg > P == |/ > Q' andQ\ H ~ Q' \ H. Let

R ={(P"\H,(P|IM\H)|Ne (ng andg > P’ is reachable fronp > P}.

We prove thatg is a weak bisimulation up tez. We have to consider the following
cases.

e P\H-5X Q\HwithagH. Theng > P -5 ¢ > Q, i.e.,¢ > Qis reachable
from @ P. Moreover,(P’||M)\ H - (Q||M) \ H and then, by definition of ,
(Q\H,(QIM\H)e=.

e (P|IM\H -2 (Q|IM)\H, witha¢g H andP'\H - Q\ H. Hence¢ >
P-4 ¢>0Q,ie.,¢ > Qis reachable fronp > P. Thus, by definition ofg ,
(Q\H,(QIM\H) e .

o (P/||M)\H —% (P||")\ H wherel - M". SinceP’\ H == P\ H and’ &
LPqu, by definition of® we immediately havéP’\ H, (P'|")\H) € % .

e (P|IM)\H - (Q||N")\ H whereP’ 2™ @, 1 =™ 1, ¢ - m, ¢(m) € H and
ne ;quj_ Then,q¢ > P/ o) @ > Q, i.e., g > Qis reachable fronp > P. By
hypothesis, there exi§) andy/ such thaty > P = / > Q andQ\ H ~

Q \H. HenceP'\H == Q@ \H andQ \H ~ Q\H & (Q||N’)\ H).

o (P|IM\H = (QN")\H whereP’ ™ @, m ™ 1, cme H and M’ ¢
zp,fu{m}. Then,@ > P/ om) ¢u{m} > Q,ie.,¢gU{m} > Qis reachable from
@ > P. By hypothesis, there exi€ andy/ such thatp > P’ N Y > Q and
Q\H ~Q \H. HenceP'\H == Q' \ H andQ' \ H ~ Q\ H & (Q||1")\ H).
= LetP beP_BNDC®. Then, for allg > P’ reachable fronp> P, P € BNDCY. In
particular, for ally’ > P’ reachable fronpr> P and for allll zp,f, P'\H = (P||M)\H.
Suppose thay > P/ N, Y > Q for someh € H. We distinguish two cases.

17



e ¢ >P ﬂwDQwith(p(l—mandqf:qJ. Let M =tmO0. Thenn 61’,‘4‘{ and
(P|M)\H -5 Q\ H. By the fact that”’ \ H ~ (P'||M)\ H for all M € 27

we have that there exis@® \ H such thaf’ \ H = Q' \H andQ\H ~ Q' \ H.
Hence, in particulay > P’ = ¢ > Q@ andQ\ H ~ Q' \ H.

e P Iy Qwith g =g u{m}. LetN =c(x).0. ThenM ¢ ?}‘f and
(P'|M)\H -5 Q\ H. By the fact that”’ \ H ~ (P'||M)\ H for all M € 27

we have that there exis@® \ H such thaf’ \ H = Q' \H andQ\H ~ Q' \ H.
Hence, in particulay > P’ = ¢ > Q@ andQ\ H ~ Q' \ H.

O

Both the characterizations can be used for verifying crggphic protocols. A con-
crete example of a fair exchange protocol is illustratedhartext section.

5 The Asokan-Shoup-Waidener Fair Exchange Protocol

We illustrate the proof techniques developed in the preverction with a case study
in which we show their use in the verification of different pesties of a protocol of fair
exchange. Fair exchange protocols are used extensiveppifcations such as online
payment systems [10] contract signing [4, 2], certified etedc mail [3, 24, 12], and
other purposes.

Our case study is a simplified version of the optimistic cacitsigning protocol by
Asokan, Shoup, and Waidner [2], which we shall refer to asAB®V protocol. The
ASW protocol enables two parties, nam@doriginator) andrR (responder), to obtain
each other’'s commitment on a previously agreed contratsutiM.

The protocol consists of three independent sub-protodeishange Abort and
ResolveThe parties initiates with tHexchangeub-protocol which is meant to provide
for the fair exchange of the contract. The originadhas the option to request a
trusted third partyl to stop the exchange by running tAbort sub-protocol withT.
Intuitively, an honesD might choose to do that if a response fr&is not received
after a reasonable waiting period. Finally, eiti@eor R may individually request that
T resolve the exchange and issue a replacement contracRebavesub-protocol
is designed for that purpose. The expected property of thé/ A%otocol is that at
completion each party is guaranteed to end up with a valitraonor an abort token.

The original specification of the protocol uses digital sigmes. Here we study a
variant, based on an asymmetric cryptosystem, describéldebynformal narration in
Fig. 4.

M is the contractual text on which we assume the two partiee hgveed, whil&o,
Kr and Kt are the private keys owned I, R, andT respectively. The protocol
description is as follows [2]:

Step 1. Ccommits to the contractual text by hashing a random nurilbeand sign-
ing a message that contains bbiNo) andM: h(No) is used as a public com-
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Exchange
O—R :msg ={M,h(No)}k,
R—0O :msg ={msg,h(Nr)} ks
O—R :msg =No
R—O :msg =Ng

Abort

O—T :ma = {aborted{M,h(No)}ks}ko
T—0 :ma =resolved?{msg,msg }tk,
. aborted:=true, {aborted may },

Resolve

OR—T :mnn = (msg,msg)
T—-RO :mr; =aborted?{aborted ma}x,
. resolved:=true, {msg,msg}k,

Figure 4: The ASW protocol

mitment to the secrellp, while N is the contract authenticatofor, the non-
repudiation token) byD: onceh(No) is given toR, O may not change the token
No. The inability to repudiate the tokedp is a consequence of the (standard)
assumption that it is not computationally feasible@o find a different number
N such thah(NG) = h(No).

Step 2.1f R decides to give up, it simply terminates (this may happéer does not
receive any message within a given time limit). OthervRseerifies the signa-
ture ofmsg (by decryptingmsg with O’s public keyKal) and checks that the
contents is formed correctly (namely, thdtis indeed the contractual text that
was agreed upon), and replies with its own public commitrhég).

Step 3.1f O decides to give up, it invokeB by running theAbort protocol. Otherwise
it sends its secretip to R.

Step 4.1f Rdecides to give up, itinvokeés by running theResolverotocol. Otherwise
it sends its secrdir to O and completes

Step 5.1f O decides to give up, it invokeB by running theResolveprotocol. Other-
wise it completes.

At the completion of the above steps, bdhandR should obtain a valid contract,
i.e., either a standard contrafiinsg, No, msg, Nr}, including the text and the non-
repudiation tokens, or a replacement contfausg, msg bk -

We say that the protocol guarantdagnessto the originatorO on messagé,
if whenever the (possibly dishonest) responBegets evidence tha has originated
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M (i.e.,RreceivedNo), thenQ itself will eventually obtain the evidence thRthas re-
ceivedM (i.e.,OreceivesNR). Dually, the protocol guarantees fairness to the responde
Rif the above holds with the roles & andR exchanged.

5.1 Analysis of theExchangesub-protocol

We start our analysis by disregarding all issues concettirimg and/or the conditions
governing the decision to abort or resolve the contractcandentrate on the exchange
sub-protocol instead. The analysis draws on a representafithe sub-protocol in
CryptoSPA. The cryptoSPA specification, in Fig. 5, definesiostance of the protocol
as the parallel composition of the originator and the redpan

O(M,No) = tTmsg.c(V). checksg (V). TNo. c(j). check,(j). done
R(M,NR) & c(q). checlsg (4)- T msg. c(u). check, (u). done thik
P =" O(M,No) || RIM,Nr)
where
cmsg = [(No,kn)Fencn][((M,n),Ko) Fencp] TP
tmsg = [(Nr,kn) Fencr][{(Q,r),KRr) Fenct] Tt
checknsg (V) = [(vKg?) Faeci]li Frst i Fsnar’][P = P
checki(j) = [(i.kn) Fenct”][r" =1']
checkusg (0) = [(a,Ko") FdecS][Skfst M|[Sksna ] [m= M]
checlg,(u) = [(Ukn) Fencn”][n" =1]

Figure 5: One instance of thexchangesub-protocol in CryptoSPA

We use a high-level (hence public) channedb circulate all messages between the
parties, and represent the application of the hash fundtiby encryption under a
corresponding key,. In addition, we include outputs on the low-level chandehe
to formalize the intended properties of the protocol: beferiting ondonethe parties
validate the messages they receive against the messagpest at the corresponding
protocol step.

It is immediate to see that the exchange sub-protocol, kif,tdoes not provide
the intended fairness guarantees. Indeed, for the subquidb befair one would at
least need to make guarantees that both parties reach thaetimmn of the protocol.
Clearly, this is not the case, as even with no other knowleglipan the channed, an
attacker can block the messages circulated and prevent either party to complete.

This is easily observed by noting that the proc@ssepresenting one instance of
the protocol, is noP_BNDC? for any @ 2 {c}. This follows by the unwinding charac-
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terization in Theorem 4.10. To see that, take the transigiorP cmeg oU{msg} > P
resulting fromO sending its first message. It is a routine check to verify thate

exists no configuratiop’ > P” such thatp> P == ¢’ > P” andP’\H ~ P’ \ H. In
fact, on easily shows th&' \ H = 0, while P”\ H % 0 for all P” and ¢’ such that

o>P= ¢ >P".

Notice, on the other hand, that the protocoNBC®. This is not too surprising,
as the property we are looking at idieenessproperty: in fact, we are requiring that
something “good” should happen, namely that both partidip@omplete their run.
Put differently, detecting and attack to the protocol reggithe ability to observe fail-
ures, something that cannot be accomplished by means oéniegpbased on trace-
equivalence such aéDC?.

5.2 Analysis of the complete protocol

The fact that the exchange sub-protocol does not sa@idBN DC? does not represent
a real attack, since the ASW protocol resolves such sitnatiy inching the trusted
party T. Indeed, as we mentioned above, in this c@smight choose to request the
trusted third partyl to abort the exchange, leading téedr completion of the protocol.

A more faithful representation of the originator and reggeris discussed below,
where we give an explicit account of the decisions to abontesplve the protocol.
To formalize the protocol in full, we need to address twoHartaspects, relative to
the underlying communication model and to the way the deessto abort/resolve are
made. According to [2]

¢ all decisions to abort/resolve are made non-determiaisfiddased on (implicit)
timeouts, by internal choices of the parties,

e no assumption should be made on the channels conné@targl R, while the
channels betweeh and the two parties may be assumed todsdient i.e., they
guarantee delivery within finite time bounds.

While non-deterministic choice is primitive in CryptoSPhe presence of timeouts
and the resilience of channels do not have a direct countarpaur calculus. We
therefore need to provide an explicit encoding. We repitets@eouts by structuring
the processes so that any output on the chan@alincm P, may have two transitions,

namely:cm P =2 P orcm P — P’. The first transition is standard, modeling the
fact that the messagua is sent and eventually received (by the intended recipient o
by the intruder). The second transition models the Raatay decide to timeout and
continue a$, irrespective of the reception of the message. The regudfiecification

is given in Fig. 6.

As we did earlier, we analyze one instance of the protocamyivy the process
P=0(M,No) || R(IM,NR). Notice that although we disregafdin our analysis, pro-
cessP is a sound abstraction of (an instance of) a complete protoaduding T. In
fact, given the assumption that the channel between theepamdT is resilient, we
may simply assume that all messages senf till reach their destination. In Fig.
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OM,No) & 1. abort+
tmsg. (1. abort+
c(V). checknsg (V).( T. dongresolve +
tNo. ( 1. dondresolve +
c(j)-checki(j). don€v, j) ) )
RM,Nr) & 1+
c(q). checknsg (0).( T. doneresolve +
T msg. ( 1. dondresolve +
c(u).checky, (u). don€q,u).cNr)))
; T. RIM,NR)

P = O(M,No) || R(M,NR)

Figure 6: An instance of thexchangesub-protocol, with abort/resolve

6 these exchanges are represented by the low-level owpotsand dondresolve,
with the latter giving an abstract representation of the gietion of the protocol with
the replacement contract. Similarly, the outpds€y, j) anddon€g, u) give and ab-
stract signal of the successful completion of the protodth whe participants having
obtained a standard contract.

5.2.1 Honest participants.

We first assume that both parties are honest, i.e., they beltaording to the specifica-
tion and willing to complete the exchange. This correspdadsalyzing protocol runs
starting withg = {c, Ko’l, K,;l}, i.e. in a context with access toand only informed
on the public keys of the participants (being given no actefse participants private
keys, the context may not simulate the behavior of a dishqéxipal). Given this
assumption, we can simplify the protocol by disregardirgrttessages output clone
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as shown below:

OM,No) &' 1. abort +
Tt msg. ( T. abort+
c(V). checClsg (V). ( T. done+
TNo. (1. done+
c(j).checkyg(j). done))

RM,Ng) & 1+
c(q). checknsg (0). ( T. done+
Tt msg. (1. done+
c(u).checky,(u). donethgr)))
; T. RIM,NR)

To motivate, notice that in this case the intruder may nagdaa valid contract (for it
does not the private keys of the participants), and henkegalponents of a standard
contract are guaranteed to originate from the parties. ,foughe purpose of fairness,
we only need to make sure that the protocol either abortgraptetes with both parties
receiving a valid contract (either standard or replacejnéntparticular, in the latter
case, both parties are guaranteed to receive the sameatontra

Based on the simplified specification, we may say that theopodtis fair if it
exhibits either a singlabort, or two donés. In fact, it is not difficult to see that
P\ H, the secure specification, is (weakly) bisimilartoabort + t. done done
Thus, to verify the correctness of the protocol we need tawstiat (P||M) \ H ~
1. abort + 1. done donefor all N € 2%, i.e., thatP is P.BNDC®. By our charac-
terizations, this can be accomplished by either exhibitingsimulation to show that
P m‘/"H 1. abort 4 1. done done or by checking that the unwinding conditions in The-

orem 4.10 are verified. As it turns oW, is indeedP_.BNDC®, which confirms the
correctness theorem in [2].

5.2.2 Dishonest participants.

We conclude with an analysis in the case that one of the fjzatits is corrupt. Clearly,
fairness for the corrupt party cannot be guaranteed in #ég.c For instance, if the
intruder is able to sign messages w@ls private key, it is then able to imperson&e
in any exchange and convinBghatO has committed to a contract. The real question
is whether sharing its private key with the intruder allols torrupt participant to
gain an unfair advantage over the other party. Below, weystine case in which the
dishonest party is the responder

A dishonest responder may be represented by assumin® teaked its secretes
(key and contract authenticator) to the intruder. In ounmfeavork, this corresponds
to assuming thap includes such bits of information relative B An analysis of the
processes in Fig. 6 shows thHRtis notBNDC? for any suchg. To see that, take the
trace

y = done(msg,No) done(msd, Ng)
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with msd, # msg andNg # Ng, and note thay ¢ T(P\ H) whileye T(¢> P)/H,
which imply thatP\ H ;ﬁj’H P.

Interestingly, the tracg represents the same attack to the protocol as the ony dis-
covered with Mug in [23]. In this attack, the intruder, which knoW&s private key,
computes a different messagesd, in response td's initial messagensg using a
different nonceNg and sends it out. The@ obtains the contragimsg, No, msd,, Ng}
while R has the valid contradimsg,No, msg, Nr} which is inconsistent with the one
obtained byO. Clearly, this is a problem, since each party possessesdaogitract,
but the two contracts are inconsistent. Even though theraciotal texts in the two
contracts are the same, the secrets and the public comm#gmendifferent, and it is
unclear how the contracts should be enforced or interpreiedn that both are valid
according to the protocol specification. As noted in [23g driginal paper [2] does
not say anything about how this situation should be handled.

6 Conclusions and Related Work

We have studied context-sensitive properties of Non-fatence, and we have given
powerful, quantification-free, characterizations of spcbperties. Our characteriza-
tions apply uniformly to trace and bisimulation-based oasi of Non-Interference, and
provide effective proof techniques for the analysis of sigprotocols. We have illus-
trated such techniques with the analysis of a non-triviatqurol of fair exchange.

Failure-sensitive properties, such as fairness, havedddmressed by other authors.
In particular, in [22], Schneider develops a formal analysia non-repudiation pro-
tocol expressed as a process of CSP [21] whose fairnessrpespare formalized in
terms of the process’ refusals set. Thus, in that case, tigsasiis based on failure se-
mantics. Linear-time, failure-sensitive equivalenceshsasmusttest would have been
appropriate for the analysis of the protocol we have stutlez@. On the other hand,
must-test equivalences are notoriously difficult to deahyand implied by bisimula-
tion equivalences such as the ones we have investigated.

Other papers in the literature have investigated knowlesgesitive characteriza-
tions of behavioral equivalence and applied them to theigation of cryptographic
protocols. We briefly discuss the approaches closest tobmliosy.

In a recent paper Gorrieét al. [18] prove results related to ours, for a real-time
extension of CryptoSPA. In particular, they prove an edeiveof Theorem 4.3: how-
ever, while the results are equivalent, the underlying ptechniques are not. More
precisely, instead of using context-sensitive LTS’s, [kffoduces a special hiding
operator/® and proves that

P € NDC?if and only if P\ H ~ P/%H (6)

IndeedT (P/®H) coincides withT (¢ > P)/H and thus (6) is simply a different way
to write our Theorem 4.3. However, the approach of [18] i i&stricted to the class
of observation equivalences that are behavioral preoaiepsocesses and thus it does
not extend to bisimulations.
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As we pointed out since the outset, our approach is inspiyettidowork by Bore-
aleet al. [6] on characterizing may test and barbed congruence ingheatculus by
means of trace and bisimulation equivalences built on togootext-sensitive LTS's.
Based on the same technique, symbolic semantics and cdiopakproofs have been
recently studied in [5, 7], to provide effective tools foetherification of cryptographic
protocols. Such methods could be exploited to allow a fipitepresentaton of the
context-sensitive labelled transition systems we hawdietlin the present paper. Fu-
ture plans include work in that direction.
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