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“Closing” the Similarity Graph“Closing” the Similarity Graph

Basic ideaBasic idea: Trasform the original similarity graph G into a “closed” 
version thereof (Gclosed), whereby edge-weights take into account 
chained (path-based) structures.

Unweighted (0/1) case: 

Gclosed = Transitive Closure of G

Note:Note: Gclosed can be obtained from:

A + A2 + … + An



Weighted Closure of Weighted Closure of GG

ObservationObservation: When G is weighted, the ij-entry of Ak represents the sum 
of the total weights on the paths of length k between vertices i and j.

Hence, our choice is:

Aclosed = A + A2 + … + An
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Example: With Closure (Example: With Closure (σσ = 0.5)= 0.5)





Grouping ExperimentsGrouping Experiments

The elements to be grouped are edgels.

We used Herault/Horaud (1993) similarities, which combine the 
following four terms:

1. Co-circularity
2. Smoothness
3. Proximity
4. Contrast

Comparison with Mean-Field Annealing (MFA).
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