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LAYOUT OF THE LECTURE



Rosenblatt’s Perceptron (1957)

Minsky and 

Papert (1969) 

showed  that 

perceptrons

can separate 

only linearly 

separable 

data.

First AI winter

begins!



Back-propagation Algorithm

All versions 

were 

developed 

independe

ntly. 

Rumelhart

et al. were 

the only 

ones who 

implemente

d it

Kelley and Brason (1960/1961) in control theory.

Paul Werbos (1974) in econometrics.

Rumelhart, Hinton & Williams (1986) developed

an algorithm called error-backpropagation. No 

‘neuron’ was mentioned on the original paper.

P(Geoffrey Hinton | fancy name & ANN) ≈ 1



Backpropagation – Chain Rule



Neural Networks in Practice

Zip Code Reader Autonomous driving

https://www.youtube.com/watch?v=FwFduRA_L6Q
https://www.youtube.com/watch?v=ilP4aPDTBPE


Neural Network Developments

1

With backpropagation becoming so successful, other (even older) types of 

neural networks got popularized. Hopfield NN (Hopfield, 1982), Restricted 

Boltzmann Machine (Sejnowski & Hinton, 1985).

2

New types of neural networks were developed: Convolutional Neural 

Networks (LeCun), Recurrent Neural Networks (Schmidhuber), Deep Belief 

Networks (Hinton).

3 The future of Artificial Neural Networks was bright.



And then, SVM happened!



The Second Neural Networks Winter 

Most of the research on the field of neural networks was abolished. The grants were 

cut, and top conferences weren’t accepting (for most part) neural network-related 

papers. 

The only large groups who continued working on neural networks were the groups 

of Geoffrey Hinton (University of Toronto), Yoshua Bengio (University of Montreal), 

Yann LeCun (New York University) and Juergen Schmidhuber (University of 

Lugano). Andrew Ng (Stanford University) started getting interested on neural 

networks in 2006.

For near 15 years, there were basically no developments.



The (main) people behind neural networks 



A New Spring





Backpropagation – Activation Function









First successes (MNIST Dataset – Digit Recognizer) 



First successes (Text Generator) 

Ilya Sutskever website

http://www.cs.toronto.edu/~ilya/rnn.html


First successes (Unsupervised Learning) 



But the skepticism remains!

ImageNet is a good competition

to test whether neural networks

work well for object recognition 



ImageNet: The Deep Learning goes mainstream 





Autonomous Driving 

Baidu’s autonomous car

https://www.youtube.com/watch?v=7xF2wJ2S_Ss




Baidu Eye: Helping the Visually Impaired People





Google DeepMind’s AlphaGo vs Lee Sedol

Google’s AlphaGo

https://www.youtube.com/watch?v=g-dKXOlsf98


Criticism and Skepticism!

Deep Learning might not win the 

machine learning race!
Stop making brain parallelism!

And stop overhyping it!
Deep Learning is evil!



Captain Schmidhuber:

Civil War
As a case in point, let me now comment on a recent article in Nature (2015) about "deep lear

ning" in artificial neural networks (NNs), by LeCun & Bengio & Hinton (LBH for short), three CI

FAR-funded collaborators who call themselves the "deep learning conspiracy" (e.g., LeCun, 20

15)…

1. LBH's survey does not even mention the father of deep learning, Alexey Grigorevich Ivakhn

enko, who published the first general, working learning algorithms for deep networks (e.g., Iva

khnenko and Lapa, 1965).

2. LBH discuss the importance and problems of gradient descent-based learning through back

propagation (BP), and cite their own papers on BP, plus a few others, but fail to mention BP's i

nventors.

3. LBH claim: "Interest in deep feedforward networks [FNNs] was revived around 2006 (refs 31

-34) by a group of researchers brought together by the Canadian Institute for Advanced Resea

rch (CIFAR)." Here they refer exclusively to their own labs, which is misleading. For example, 

by 2006, many researchers had used deep nets of the Ivakhnenko type for decades…

One more little quibble: While LBH suggest that "the earliest days of pattern recognition" date 

back to the 1950s, the cited methods are actually very similar to linear regressors of the early 

1800s, by Gauss and Legendre. Gauss famously used such techniques to recognize 

predictive patterns in observations of the asteroid Ceres.

LBH may be backed by the best PR machines of the Western world (Google hired Hinton; 

Facebook hired LeCun). In the long run, however, historic scientific facts (as evident from the 

published record) will be stronger than any PR. There is a long tradition of insights into deep 

learning, and the community as a whole will benefit from appreciating the historical 

foundations.

http://www.nature.com/nature/journal/v521/n7553/full/nature14539.html
http://www.idsia.ch/~juergen/fundamentaldeeplearningproblem.html
http://www.idsia.ch/~juergen/who-invented-backpropagation.html
http://www.idsia.ch/~juergen/gauss.html


The LeCun Strikes Back

Yes lots and lots of people have used chain rule before [Rumelhart et al. 1986], lots of people figured y

ou could multiply Jacobians in reverse order in a multi-step function (perhaps even going back to Gauss, 

Leibniz, Newton, and Lagrange). But did they all "invent backprop?" No! They did not realize how this co

uld be used for machine learning and they sure didn't implement it and made it work for that. …

Yes, a few people actually figured out early on that you could use chain rule for training a machine (inclu

ding Rumelhart by the way. It took him and Geoff Hinton several years to get it to work). Some people ha

d the intuition that you could use backward signals to train a multi-stage system (e.g. system theorist A.

M. Andrews in the early 70s). But did they reduce it to practice and did they manage to make it work? No

. that didn't really happen until the mid-1980s. …

Lots of people tried to build helicopters in the early 20th century, and several took off. But the idea didn't 

become practical until Sikorski's refinement of the cyclic control and tail rotor in the late 30s and early 40

s. Who should get credit? Leonardo da Vinci?

Krizhevski, Sutskever and Hinton get a lot of credit for their work, and it's well deserved. They used man

y of my ideas (and added a few), but you don't see me complain about it. That's how science and technol

ogy make progress.



Fooling Neural Networks (and this is a real problem)! 



Resources: First Learn Some ML

4
Abu-Mostafa’s course in 

Caltech

1 Ng’s course in Coursera

2 Ng’s course in Stanford

3 Mitchell’s course in CMU

1
Mitchell – Machine 

Learning

3
Bishop – Pattern 

Recognition for ML

2
Duda & Hart – Pattern 

Classification

4

Hastie, Tibshirani & 

Friedman – The Elements 

of Statistical Learning

5
Murphy – ML: A 

Probabilistic Perspective

https://work.caltech.edu/telecourse.html
https://www.coursera.org/learn/machine-learning/
http://cs229.stanford.edu/materials.html
http://www.cs.cmu.edu/~tom/10701_sp11/lectures.shtml
https://www.goodreads.com/book/show/213030.Machine_Learning?from_new_nav=true&ac=1&from_search=true
https://www.goodreads.com/book/show/55881.Pattern_Recognition_and_Machine_Learning?from_search=true&search_version=service
https://www.goodreads.com/book/show/85020.Pattern_Classification?from_new_nav=true&ac=1&from_search=true
https://www.goodreads.com/book/show/148009.The_Elements_of_Statistical_Learning?from_search=true&search_version=service
https://www.goodreads.com/book/show/15857489-machine-learning?from_new_nav=true&ac=1&from_search=true


And then, jump into Deep Learning

4
de Freitas’ course in 

Oxford

1
Hinton’s course in 

Coursera

2 Li’s course in Stanford

3
Sochers’ course in 

Stanford

1
Goodfellow, Bengio and 

Courville – Deep Learning

2 Stanford’s tutorial in DL

3 A lot of other resources

https://www.cs.ox.ac.uk/people/nando.defreitas/machinelearning/
https://www.coursera.org/course/neuralnets
http://cs231n.stanford.edu/
http://cs224d.stanford.edu/index.html
http://www.deeplearningbook.org/
http://deeplearning.stanford.edu/tutorial/
http://deeplearning.net/reading-list/tutorials/


1 Theano (Python)

2 Caffe (C++)

3 Torch (Lua)

4 Cuda

5 DeepLearning4j (Java)

Tools




