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There is no universally accepted definition of Artificial Intelligence. 
A tentative one is the following: 
 
   AI is the endeavor of building an intelligent artifact 
 
But... what is “intelligence”? 
 
Some definitions: 
 
ü  It is the ability to learn (Buckingam, 1921) 
ü  This faculty is judgment, otherwise called good sense, practical 

sense, initiative, the faculty of adapting one's self to circumstances 
(Binet and Simon, 1961) 

ü  It is the ability to perform well in an intelligence test (Boring, 1961) 

What is Artificial Intelligence (AI)? 



Alan Turing’s Proposal 



In 1950, Alan M. Turing proposed an operational 
definition of intelligence (the “Turing test”). 

The Turing Test 



Q: Please write me a sonnet on the subject of the Forth Bridge. 
 

A : Count me out on this one. I never could write poetry. 
 

Q: Add 34957 to 70764. 
 

A: (Pause about 30 seconds and then give as answer) 105621. 
 

Q: Do you play chess? 
 

A: Yes. 
 

Q: I have K at my K1, and no other pieces. You have only K at K6 and R at R1. It 
is your move. What do you play?  
 

A: (After a pause of 15 seconds) R-R8 mate. 

An Imaginary Dialogue 



To pass the test a machine must possess the following skills: 

Natural language processing 
 to interact with the interrogator 

Knowledge representation 
 to memorize information before and during the dialogue 

Automatic reasoning 
 to use the acquired knowledge to answer the question and 
 draw conclusions 

 
Learning 

 to adapt to new situations 
 

Passing the Turing Test 



The machine can access an audio/video feed so that the interrogator 
can test its perception skills; further, the interrogator can pass objects 
to be manipulated. 
 
This requires: 
 
Perception 

 to analyze and comprehend images and sounds) 
 
Robotics 

 to manipulate objects and navigate 
 

The “Total” Turing Test 



An Interdisciplinary Endeavor 

Artificial 
Intelligence 

Cognitive 
Sciences 

Neurobiology 

Philosophy 

Sociology 

Perception  
&  

Learning 

Linguistics 

Robotics 



Symbolic (declarativism) 
 
 
Deals with: 
Theorem proving, 
problem solving, 
games, reasoning, etc. 
 
 
 
Psychology 
 
 
Serial systems 
 

Sub-symbolic 
(non-declarativism) 
 
 
Deals with: 
Pattern recognition,  
perception, learning,  
 
 
 
Neurobiology 
 
 
Parallel systems 

Two Approaches to AI 



Some History 



1943: McCulloch and Pitts propose a model for an artificial 
neuron and analyze its properties 

 
1949: Donald Hebb proposes a learning mechanism in the brain, 

still of great interest 
 
1950-53: Shannon and Turing work (independently) on chess-

playing programs 
 
1951: Minsky and Edmonds develop the first “neural” computer 
 
1956: Newell e Simon develop the “Logic Theorist” 

Early Attempts (1943-1956) 



 
 

Hanover, 1956: The Birth of AI 

A PROPOSAL FOR THE DARTMOUTH SUMMER RESEARCH PROJECT ON 
ARTIFICIAL INTELLIGENCE 
J. McCarthy, Dartmouth College  

M. L. Minsky, Harvard University  
N. Rochester, I.B.M. Corporation  

C. E. Shannon, Bell Telephone Laboratories 
 

August 31, 1955 
 

We propose that a 2 month, 10 man study of artificial intelligence be carried out during 
the summer of 1956 at Dartmouth College in Hanover, New Hampshire. The study is to 
proceed on the basis of the conjecture that every aspect of learning or any other feature 
of intelligence can in principle be so precisely described that a machine can be made to 
simulate it. An attempt will be made to find how to make machines use language, form 
abstractions and concepts, solve kinds of problems now reserved for humans, and 
improve themselves. We think that a significant advance can be made in one or more of 
these problems if a carefully selected group of scientists work on it together for a 
summer. […] 



1961: Newell and Simon develop General Problem Solver (GPS) 
 
1952-: Samuel develops a checker playing game 
 
1957: First attempts at automatic translation 
 
1958: McCarthy invents LISP 
 
1963 - : Minsky and students study problems on micro-worlds (es., 

ANALOGY, SHRDLU) 
 
1962: Rosenblatt develops the Perceptron, a neural net that learns 

from examples 

First successes… 



1966: Financing to “automatic translation” projects in the USA is 
canceled 

 
1969: Minsky and Papert publish Perceptrons, where they show 

that the Rosenblatt model cannot solve some very simle 
problems 

 
1971-72: Cook and Karp develop the computational complexity 

theory, showing that a lot of problems are “intractable” (NP-
complete). 

… and first failures 



1969: Feigenbaum et al. (Stanford) develop DENDRAL, an ES for 
making predictions on molecular structures 

 
1976: MYCIN, an ES with some 450 rules for the diagnosis of 

infectious diseases 
 
1979: PROSPECTOR, an ES for mineral explorations 
 
1982: R1, a commercial ES for configuring DEC VAX systems 

The Expert-System Boom 



1982: Hopfield (Caltech) develops a neural model based on the 
analogy with phisical (ferromagnetic) systems 

 
1985: Hopfield e Tank applied their model to “solve” intractable (NP-

complete) problems 
 
1986: The PDP group (re)introduces back-propagation, a learning 

algorithm for layered (feed-forward) neural networks, thereby 
overcoming the limitation of Perceptrons 

 
1987: Sejnowski and Rosenberg develop NETtalk, a neural network 

that “learns” to talk 
… 
 
Today: “Deep learning” is the hottest topic in machine learning 
 

The Resurgence of Neural Networks 



This Course 



§  Information theory and inference 

§  Learning and inference in neural networks 

§  Basics of statistical learning theory 
 
§  Unsupervised and semi-supervised learning 

§  Applications 

Topics Covered 
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Readings 


