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Real-Time Information Flow Analysis

Riccardo Focardi, Roberto Gorrieri, and Fabio Martinelli

Abstract—in previous work, we have studied some nonin- hostile) usell, the low view of the behavior oF is not modi-
terference properties for information flow analysis in computer fied by the presence @f. Technically, BNDC requires thdt in
systems on classic (possibilistic) labeled transition systems. '“parallel withII is bisimulation equivalent t& in isolation, from

this paper, some of these properties, notably bisimulation-based ) Ce o p
nondeducibility on compositions (BNDC), are reformulated in the low-level point-of-view. More recent research [12], [14] has

a real-time setting. This is done by first enhancing the Security SNOwn the key role of BNDC as a general property suitable also
Process Algebra proposed by two of the authors with some extra for modeling and analyzing various security properties of cryp-
constructs to model real-time systems (in a discrete time setting), tographic protocols. BNDC, as well as its related approximation
and then by studying the natural extension of these properties properties bisimulation-based strong nondeterministic noninter-
in this enriched setting. We prove essentially the same results farence (BSSNI) and strong BSNNI (SBNNIjre all nonin-

known for the untimed case: ordering relation among properties, o torence like properties: checking the absence of information
compositionality aspects, partial model checking techniques.

Finally, we illustrate the approach through two case studies, where [10W iS reduced to verifying that the high-level activity may not
in both cases the untimed specification is secure, while the timed interfere with the low-level behavior of the system.
specification may show up interesting timing covert channels. In this paper, we extend the theory of [8]-[10], and related
Index Terms—Bisimulation, information flow security, partial ,mef techniques studied in [23] apd [24]',t0 6} real-time setting
mode checking, process algebra, real-time systems, timing covertin order to be able to capture, besides logical information flows,
channels. alsotime dependernbformation flows, e.g., timing covert chan-
nels. We will do this by:

« defining a real-time version of SPA, called timed SPA
(tSPA), following one of the many approaches proposed
NFORMATION flow analysis is considered one of the main in the literature to extend process algebras with real-time
techniques for studying confidentiality in computer systems.  features (see, e.g., [5], [19], [29], [31], [37]), and then by
The aim is to prevent any possible flow from the confidential ¢ adapting the noninterference properties of interest to this
(high) level to the public lpw) one. Intuitively, an informa- enriched setting.
tion flow from high to low is present when the behavior of thé&lote that a more concrete specification might show up new in-
low part of the system is affected by changes in the behaviormation flows. Even if one starts from an untimed specifica-
of the high part of the system. Many different formalizationtion that shows no logical information flows, after having spec-
have been proposed in the literatuie capture this intuitive ified its timing requirements, some time dependent information
idea of information flowSome years ago, in [8] and [10], weflows may become possible, e.g., if a high user is able to modify
have made an effort to classify most of them within the uniforifie low-level response time of the system, this could be used as
framework of security process algebra (SPA), a CCS-like [2@]code for transmitting information from the high level to the
calculus where actions are partitioned into two different level@w one.
of confidentiality. SPA can express only thendeterministic ~ The first problem we have to face is the definition of tSPA. As
(sometimes called possibilistic) behavior of a system. This @Ir &im is a feasibility study, we have decided to follow a simple
enough to model the functionality of systems and, hence, to #@Proach, where time is discrete, actions are durationless, and
used as a basis for capturilagical information flows, e.g., log- there is one speciack action to represent the elapsing of time.
ical covert channels. These are the features of the so-cafietitious clockapproach
As a result of the classification effort of [8]-[10], two of the® €-8- [5], [19], and [37]. A global clock is supposed to be
authors proposed bisimulation-based nondeducibility on coffidated whenever all the processes of the system agree on this,
positions (BNDC) as the most natural information flow prop2y 9lobally synchronizing on actiotick. All the other actions
erty: a systemf is BNDC if for every high-level (possibly 2 ass.umed to take no tlme..Thls is reasgnaple if we Choo§e a
time unit such that the actual time of an action is negligible with
respect to the time unit. Hence, the computation proceeds in lock
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hence, the clock synchronization tick takes place only when an external observer. We also have a complementation function
all local processes have completed the execution of all the PPSy : £ +— L, suchthat [ € £ : 1 = [. To reflect different
sible communications in that round. Finally, tSPA offers a comevels of secrecy, the sét of visible actions is partitioned into
struct, called thedling operator, for delaying the execution oftwo setsActH (or simply H) andActL, closed by complementa-
the currently executable actions of its argument process. Oniefh. Lettick be the special action used to model time elapsing
one has specified the system in SPA, timing constraints can&ig letAct = £ U {7} U {tick}, ranged over by, 3, ..., while

added to the specification by simply giving time duration t@ y {7} is, with abuse of notation, ranged overdyp, . ... We
actions. For instance, if.E' is a SPA process and we assumfow describe the syntax for tSPA terms

that actiona lasts two time units, we can represent this in tSPA
as a.tick.tick.E’, where E’ is obtained fromE by applying E:=0|a.E|E +FEy | E\ || Es | E\L|(E)| Z
this transformation to all actions, according to their assumed

duration. _ _ . wherea € Act, L C £ andZ is a process constant that must

The second problem is to adapt the security properties studjgd associated with a definitiod = E. As usual, we assume
for SPA to the new real-time setting of tSPA. The untimed Nofxat constants arguarded[27], i.e., they must be in the scope
interference like properties advocated in [8] and [9] are basgfgome prefix operaton. . The set of tSPA processes, i.e.,
on the notion of weak bisimulation. To adapt them to the ney terms with guarded constants, is denoted Withc!, ranged
real-time setting, we only need to define a suitabteed bisim- o, byE, F, P,Q, ... We will often use some usual syntactic
ulation equivalence notion for tSPA, e.g., the definition of thgjmjifications, e.g., omission of trailing’s, as well as omis-
timed version of BNDC (tBNDC) is derived by using timedsjon of prackets on restriction on a single action.

bisimulation quivalenge in place of Wgak bisimulation. We give an informal overview afSPAoperators.
It is worthwhile noticing that, even iff can be BNDC,E’ . .
¢ 0 is a process that does nothing.

may be not tBNDC; this is the case when the addition of con- . F is a process that can perform anaction and then
crete, implementation-oriented information to the specification béhaves gsE' N articulartFi) < F represents a brocess
may offer new, time dependent information flows that cannot willing to let (’Jne Eme unit ;sé P P
be re_v_ealgd by the more abs.tract, p.urely qondeterminigtic SPA, E +gE (choice represenfs thé nondeterministic choice
specification. Two examples in Section IV illustrate this issue. beltweea the two processBls andEs- when both are able
Like BNDC, also tBNDC is difficult to check in practice 10 perform atick :Ection thgnE 2]’5 can perform this
because it contains a universal quantification over all possible act?on and reach a C(;nfi uralti:)Ln v?/here I?ooth summand
interacting high-level users. It turns out that the timed ver- derivatives can still be chgsen
sion of the approximations of BNDC (namely tBSNNI and . ' .
tS_BSNNI) are also reasonable _approximations fpr tBNDC. t%a\tncg%(gzigzlt)jI?;h:nnguilhcrgwgfss'&/z;Oglﬂr?ﬁ:;smejst
Finally, we prove that the' techmqueg dgvelopeq in [23] and synchronize on complementary actions to make a com-
[24] for analyzing BNDC-I|k§ properpes in & logical manner munication, represented by an internal actiorThis is
can be extended to cope with real-time tSPA processes. As a the core o ’erarior for time'yboth PO,
side consequence, we obtain that some particular tBNDC-like on erform[i)n sick action but this canpbe done onlv if r?o
properties are al dec.idable oveT finite-st&@Ap_rocesses. corgmunicati%ns are os;‘,ible This enforces the s):)—called
The paper is organized as follows. Section Il introduces tSPA imal e p ) AR h
and timed weak bisimulation. Section Il is devoted to the nonin- ~ Maximal communication progresssumption, 1.e., when
terference properties tBNDC, tBSNNI, and tSBSNNI; in partic- & COmmunication is possible, then it cannot be delayed.
ular, we prove thatSBSNNT C tBNDC C tBSNNT and that » E\L (restriction) is the proces® when actions irL U L
tSBSNNI is compositional (while tBNDC is not). In Section IV, arg prgall_ented.ll < to wait indefinitely. At
two case studies are presented. Section V extends the partiaf ¢(#2) (idling) allows processt to wait indefinitely.
model checking technique of [23], [24] to tBNDC. Finally, some er:/eryr:nstar?tlof time, if procesdE perfr(])_rms an acrﬁl'(l)m’d
conclusive remarks are given in Section V1. The proofs of some ~ then ';[he Y(;’I,O e systetm proceeds In this state, while drop-
propositions are postponed to the Appendix. ping the 1dling operator.
The formal semantics of tSPA processes is described by the
labeled transition systenfLTS) (Proc’, Act,{-"}acact),
where— ,cAc; IS the least relation between tSPA processes
In this section, we introduce the tSPA, a real-time extensigiduced by the axioms and the inference rules of Fig. 1. Such
of the SPA, that was used in [8], [9] for the description of sex relation is well-defined even if negative premisescur in
curity properties in an untlmed setting. In SPA, it is only poshe rules for the parallel operator and for the idling operator,
3|b!e to express qL_JaI|tat|ve temporal orderings among everigcause the relation &rictly stratifiable[18].
while quantitative time aspects cannot be expressed. Thus, Weet us consider the following relations between tSPA terms:
extend the SPA language with operators that permit to exprgss™s g (or = E') if E R (whereifk is the re-
the elapsing of time, following the approach of [19]. flexive and transitive closure of thess relation); fora: # 7,
First, we formally introduce the syntax and semantics of oyf_2, rv it p_Zy @, _To | gt Der(E) be the set of deriva-
timed language tSPA. We have a geranged over by, of vis- a5 of 17, i.e., the set of processes that can be reached through
ible actions.C is I U O wherel = {a,b,c...,} is the set of

inp_Ut actions and = {a,b,c,...} of O.Utpu_t aC'Fian. A S.p.eCial 2A negative premise is a premise of a rule of the fdim’=, meaning that
action models an internal computation, i.e., it is not visible byhere is noF’ such thatt—-E.

Il. SIMPLE REAL-TIME MODEL
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PREFIXING:
a.E 5 E
CHOICE: " ek
E - E} E, % B} E "X B E, % E)
E\+E, B  Ei+E,— E E+E X8 E +E)
PARALLEL:
E % E! E, % B} Ei 5 E E,5E,
E\||E, > EY||E, E\||E, > E||E} B\||E, 5 E|| B3
E EKE B ERE VieL —(By -5 AB, )
BB, *5 Ej|| B}
CONSTANT:
Z=E E-F
Z%E
RESTRICTION: o ,
BB (agrul)
E\L % E)\L
IDLING: _ _
EX E/ E %K p E-%FE
(E) 2K () uE) E5 (") UE) = B

Fig. 1. Operational semantics for timed SPA.

the transition relations. Lélort(F) be the set of actions iAct though we assume that actions take no time, we can still model

syntactically occurring irf. activities which involve the elapsing of time. For example, sup-
First of all, we state two peculiarities of tSPA. The first on@ose that a communication aomtakes two units of time, then,

is time determinacyvhich requires that the time elapsing nevewe can refine the syste®ysin the following way:

moves a process to two different states (i.e., ftdk-determin-

istic); the second one is theaximal progressissumption, re- FEy =start.com.tick.tick.0
quiring that internal- actions have precedence on the elapsing F; =com.tick.tick.stop.0
of time. The proof of the following lemma can be easily given Sys; =(E1 || Fy)\com.

by inspecting the operational rules. In particular, the first two

rules of the idling operator are the key rules enforcing time d& general, if we assume that actiartakesn units of time we
terminacy, while the rule fotick synchronization and the first can replace every subtermP’ in a process” by a.tick™. P,
rule of the idling operator are the key rules enforcing maximatheretick™ simply denotes the concatenationofick actions.

progress. Thus, by looking at the operational semantics we note that the
Lemma 1: For every tSPA procesg, we have: systemSys; can perform only the following sequence of ac-
1) if E“—diE’ andEYSE” thenE’ = E; tions:
2) if BY% thenE 45, | Start T tick tick stop

] ) Sys; — ————.
Three simple examples follow to clarify some aspects of

tSPA The first one is a timed communication between twas expected the communication takes two time units. m
processes, the second one is a timeout construct and the thirdxample 2: We can easily model timeout constructs in tSPA.

one shows two peculiar timed processes. Assumen; < n, and define the process
Example 1: Consider a simple system, with a sendleaind a _ _ _
receiverF’. WhenF starts, it emits an actiostartand then tries Time_out(n1,n2, A, B) = tick™'..(A) + tick™.7.B.

to communicate on the chanredm The receiverr' waits for
a communication on the chanrsbpand then emits the action
stop Hence, in the standard, untimed SPA, we could write su

Time_out(ny, na, A, B) first performs a sequence af; tick
agftions; then, the system may perform — n; tick actions,
unlessA resolves the choice by performing an action; instead if

a system as X : AL )
y A does nothing, aftet, time units, via the execution ofig the
E =start.com.0 F = com.stop.0 process is forced to act d& ]
Sys =(E||F)\com. Example 3: In tSPA there are processes, suct0ashat do

not allow time to proceed, i.e., they have no reachéblela-
We restrict the composition on the chanoemin order to force beled transitions. Proce$s in particular, is both functionally
the synchronization on this channel. In this way, we are not alilrminated and time blocked. Moreover, as the operational rule
to say how much time the communication betwderand £ for parallel composition forces a global synchronizatiortiok
takes. Let us model the same situation in tSPA. First of all, evantions, the effect of composing a procéswith 0 is to prevent
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P from letting time pass. In other word$ acts as a time annihi- powerful proof technique; indeed, in order to prove that two pro-
lator for its parallel context. On the contrar{Q) is process that, cessed’, I’ are timed weakly bisimilafE ~; F'), we only need
even if functionally terminated, let time to proceed indefinitelyto provide a timed weak bisimulation that contains them. For in-
Hence,(0) acts as a neutral element for parallel composition, atance, we can prove that procéss; = start.tick.tick.stop.0
it does not influence the possible executions of processes cagtimed weakly bisimilar t&ys, by checking that the relation at
posed in parallel with it. m the bottom of the page is a weak simulation for them. An inter-
In the following, it is useful to consider the class of processesting feature ok, is that given two finite-state tSPA processes,
that do allow time to proceed, the so-caldakly time alive we can decide in polynomial time whether they belongztcor
processes. not.
Definition 1: A processk is directly weakly time alive iff
EYE whileitis weakly time alive iff for allE’ € Der(E), we [Il. SECURITY PROPERTIES IN AREAL-TIME SETTING
haveF’ is directly weakly time alive. [ | . : : : :
Since E— 7 implies Der(E') C Der(E), it directly fol- In this section, we present some information flow security

e . . . . properties. In particular, we recast theninterferenceheory
Iowsktlha? It "T‘. weakly t|ﬂ1eMaI|ve, ther)tgny detrrllvaﬁéfl of Et.'s. proposed in [8], [9] in a real-time framework. Hence, we are
weakly ime alive as well. MOreover, 1L IS worthwhile noticing, g, ap1e now to detect time effects of the activity of potential
that the above property is preserved by the parallel compositi

. )emies.
AS any other process algebra, alsp tSPA comes equipped wit he central property is the so-called nondeducibility on com-
suitable notions of behavioral equivalences, that equate p

cesses if they are indistinguishable by external observers, sition (NDC). Its underlying idea is that the system behavior

: . . {list be invariant with respect to the composition with every
cording to some assumptlons on the observaqonal power O.f h user. This means that the low-level users cannot tell any-
obsgrvers. The beha\{loral relations we copgder are the tm} g about the high-level activity since, for them, the system is
versions of trace equivalence and weak bisimulation [27], r

: . o . lways the same. Indeed, there is no possibility of establishing a
spectively. These equivalences permit, in a different way, to

: . ommunication (i.e., sending information). Generally, the NDC
stract to some extent from the internal behavior of the systerﬂ;

represented by the invisibleactions? ea can be represented as follows:
Definition 2: Let E, F' € Proc'. The set of timed traces for
EisTr(E) = {y € (L U {tick})* | 3E’.E==F'}. The timed
trace preorder, denoted with,, is defined as followsE <; F
iff Tr(E) C Tr(F). E andF aretrace equivalentdenoted
with £ ~; F,if Tr(E) = Tr(F). ]

VII € High usersE | II = E with respect to Low users

where| stands for the composition operator aador an equiv-
alence relation. This property can be instantiated by assuming
L . L different notions of composition and equivalence. Egt =
_ Defln_ltlon 3: ArelationR C Proc’ x Proc’ is a timed weak {11 | Sort(IT) C Act HU{r}} be the set of High users. In terms
simulation 'Zf forevery(E, F') € R, we have " of SPA parallel composition operator ahisimulationequiva-

* if E—FE’, then there existst” st. F—=F'" and |ence [27] (denoted with-), we have the following (recall that

(El’l:-/l € R, e H is a shorthand notation fakct H).
« if EZSE’, then there existsF’ s.t. F=SF' and  Definition4: E € BNDC ifand onlyifVII € 5, we have
(E',F') € R. (E|M\H ~ E\H. n

A timed weak bisimulation is a relatioR s.t. bothR andR ! It is worthwhile noticing that the underlying idea of NDC
are timed weak simulations. We represent withthe union of is very natural for describing security properties. In the last
all the timed weak bisimulations. m few years, a generalization of this idea (GNDC [14]) has been

As widely agreed upon in concurrency theory, trace equivahown to be a general method for describing properties of cryp-
lence is not always adequate for reactive systems, as it forgetgraphic protocols. Indeed, several existing security properties
about the points of choice and so it is not able to detect potge-g., authentication, message authentication, secrecy, nonrepu-
tial deadlocks. Moreover, bisimulation is equipped with a vemjiation, etc.) can be easily encoded in this scheme [12]-[14].

3 , , . , _ This opens the way to apply tools for the analysis of nonlinter-

Other equivalences are in between trace and bisimulation semantics. W

do . . .
not intend to discuss here their relative merits. The interested reader can coﬁ&ﬁ?nce alsoto the .analy.S|s of security Pmtoco'S [6]’ [9] We will
[15] for an overview (in the untimed setting). come back to this issue in the conclusions.

{(Sys, Sys1),
((com.tick.tick.0||com.tick.tick.stop.0)\com, tick.tick.stop.0)
((tick.tick.0||tick.tick.stop.0)\com, tick.tick.stop.0)
((tick.0|[tick.stop.0)\com, tick.stop.0)
((0||stop.0)\com, stop.0)
((0]0)\com, 0)}.
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A. Timed Trace-Based Security Properties that can also let time pass arbitrarily. Indeed, consider process
We restate some information flow security properties, 46 = ¢(h)- By using the rules in (1) for hiding and consid-
studied in [8]-[10], in the tSPA language. ermgtl_;k: {h}, we obtain that”/L— and, at the same time,
1c tick

1) Timed Nondeducibility on Compositionghe mostinter- £/L—. Onthe contrary E||Topy™)\ L cannot perforntick,
esting property is timed NDC (tNDC) which is the natural exterPecause the operational rules for the parallel operator correctly
sion of NDC to a timed setting. Before formally introducing itimplements the maximal progress assumption. Thus we need
we need to discuss briefly on the nature of the admissible Highslightly modify the operational rules for the hiding operator
users. Contrary to SPA, in the tSPA model, we cannot considef L as follows:
all high processes for the interaction with the systems. Indeed,Eli)Ei
we must restrict ourselves tweakly time aliveprocesses that ——————
can perform only action il\ct H U {7, tick}. We call £}, the Ey/L—E1/L
set of such processes. The reason is the following: A process—“E' e LUL EYXE' VieLUTL E WA
1T that is not Weakly time aIive.may prevent time from elgpsing E/LE'/L E/LﬂE'/L . @
when composed in parallel with some systémindeed, in a
compound process, time can pass iff all components let it pa¥4th these new rules, we avoid the possibility that prodégs
Hence, a high user which is not weakly time alive could blodRerforms atick action if, at the same time, it can perform an
the time flow also for the low users and we certainly want taction inL U L, hence preventing the problem outlined above.

avoid this unrealistic (and undesirable) possibility. The tND&ow, the following DFODtQSkitiOH states that for every procéss

(e ¢ {LUTU {tick}})

property in tSPA can be, thus, defined as follows. its composition withTopy;™ (restricted on the high actions) is
Definition 5: E € tNDC if and only if V IT € £%,, we have equivalent toF’/ H even for the finer timed bisimulation equiv-
(E|IH\H ~; E\H. m alence,i.e., that hiding corresponds to enabling every high-level

Due to the presence of the universal quantification, tNDC @gtion.
not very easy to check. For SPA, we proved in [8] and [9] that Proposition 1: For every tSPA proces#, we have that
NDC is equivalent to SNNI, an easierly checkable property disE || Topy ™ )\ H ~; E/H. =
cussed in the next section. We will show that such an equiva-Property tSNNI requires intuitively that process where
lence result does not hold for tSPA; more precisely, tNDC Righ-level actions are forbidden, has the same low observable

stronger than tSNNI. behavior of £ where the high-level actions can be freely exe-
2) Timed SNNI:Intuitively, E is strong nondeterministic cuted. This intuition can be now formally stated as follows.
noninterference (SNNI) ifs\ /, where no high-level activity = Definition 6: £ € tSNNILiff E\H ~; E/H. =

is allowed, behaves like systedfi where all the high-level ~As previously announced, this is a weaker approximation of
activities arehidden(i.e., transformed into internal actions). tNDC. Indeed, tNDC is at least as strong as tSNNI.

To express this second system, we have to introduchittieg Proposition 2: tNDC C tSNNIT.

operator /L, where L is an arbitrary subset of. In the Proof: We observe thatopj™ belongs taf}; and so the

untimed case, it is defined by means of the following rules: thesis follows. u
Example 4: To see that the previous inclusion is strict con-

a l -
E—F; (agLUT) E—FEle LUL ) sider the timed process = ((1.0) + ¢(h.t(h.(1.0))). Process
B L—oE L E/L—E L E is tSNNI sincel'r (E\H) = {tick™l | n. > 0} = Tr(E/H).
Now we are ready to define the property for SPA as follow&Ut if we consider the process = «(h..(0)) we get that

E € SNNI if and only if, we haveE\H ~ E/H, where~ is Eiln)\gtﬁ?r?n?t perf?rr;n any trace beginning witick and
trace equivalence. ending wi e low actioi. m

We show an interesting property of this operator in the u?-llln S.PAi propertllte:i.SI\gl anq '\tlr?ct do (Izomcmtle fbﬂe;ca}[use of
timed SPA language. Consider tfiep;; process in SPA, i.e. ofiowing two resufts. irst,Lop 1S the top element ol the trace

the process that can repeatedly perform every actiéwth. It " preorder (as well a# is the least element); second, the trace
preorder is a precongruence with respect to parallel composition

is defined as ; g
(cf. [8]). On the contrary, fotSPAwe still have thaﬂ‘op}_}“k is
Topy = Z a.Topy the top element of the timed trace preorder, but such a preorder
a€ActH is not a precongruence, as illustrated by the following example.

. o . Example 5: Let us consideE; = «(1) andEs = (1) +(h).
\(x/vherez IS E{?}e%ag gener;;}hza%or};); the binary oper;jtorf). Clearly, By <; Es. Now,_considetﬂ = L(E)._It is easy to see
€ can see thatls | Topy )\H ~ [/ H for every process of .o p i) — {tick™(hln > 0} U {tick™l|n > 0}, while

SPA Roughly, hiding is the same as enabling every high aCtiof"r(EQHH) is composed only of the four tracé, ki, l, hh},

Actually,_tms could be considered as a good defining equatig .» se the maximal progress assumption does not let time pro-
for the hiding operator.

Due to the maximal proar motion. the abov ﬁeed as a synchronization éns possible. The same two pro-
ue 1o the maximal progress assumption, the above equac%/sses above show that the timed trace preorder is not a precon-
for the hiding operator does not hold in the timed language, e

if considering the appropriate process Vgpugnce for the hiding operator_too. . -
Finally, we want to emphasize that, even if tNDC seems
Toptick = Z . (a.Top}}Ck) quite a reasonable noninterference property, we actually need
a€ActH to move toward its counterpart tBNDC based on the finer
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notion of equivalence of weak bisimulation. The main reasonsDefinition 9: E € tSBSNNI iff V £’ € Der(F) we have
are the following. E’ € tBSNNI. [ |

_This requires that the system is tBSNNI in every derivative.

 As real-time systems are reactive systems, it is fundsé_ 7 5 imoliesDer( EN C Der(E). it directly foll
mental to be able to observe the choice points; for instan gﬁﬁlloﬁg impliesDer(£’) C Der(E), it directly follows

we would like to distinguish the two low-level processeg1
Lemma 2: Let E be tSBSNNI. Then for alE’ € Der(FE),
[.(l1 + l) andl.ly + [.l5 as only for the former process _ -
(L + I2) L y : E' is also tSBSNNI.

there is a state where baothandl, are executable. Wi he followi . | fsi
» From a technical point of view, bisimulation is equippedh e prove_t € lollowing t\,NO propositions (gs usual, proois in
{he Appendix), the first stating that tSBSNNI is at least as strong

with simple proof techniques; this is also true when co X oo
sidering tBNDC where we will be able to prove that 2s tBNDC, the second offering a distinguishing element.

system is tBNDC just by providing a suitable bisimula- :Z:gggz:::g: g %Srnzs(ljrﬁfm%é?go])cisg Lm0+ 7 0):
tion relation (see the proof of Proposition 5). : ' = AT T
( P P ) 1.h..0 is tBNDC but not tSBSNNI. n
B. Timed Bisimulation-Based Security Properties C. Compositionality of Properties

) _ ~ One of the most interesting features of SBSNNI is that it is
_Here, we simply rephrase the properties above to the timggmpositional. The proposition below states that also the timed
bisimulation setting. Besides tBNDC and tBSNNI, we will als@xtension of this property has this nice feature.

introduce strong tBSNNI (tSBSNNI) as a stronger, more easily proposition 6: WheneverE, I € tSBSNNI, then also
checkable, approximation of tBNDC. E||F € tSBSNNL -

1) tBNDC and tBSNNI:By replacing timed trace equiva- By checking tSBSNNI over the parallel subcomponents of
lence by timed weak bisimulation in Definition 5, we get thg system (as done in [9]), it is thus possible to alleviate the

definition of tBNDC. _ _ ) so-calledstate-explosioproblem caused by the interleaving of
Definition 7: E € tBNDC ifand only if VIl € £;; we have | the possible executions of parallel processes. As a matter of
(E|M\H ~ E\H. B fact, when checking:|| ', one first check€” and F’ separately;

Due to the presence of the universal quantification, tBNDEthe check is successful, thé#i| F is secure. However, it might
is not very easy to ch_eck. In Section_ V, we directly face th_be the case thaf or F' are not tSBSNNI, whileE|| F is so; in
problem by using partial model checking techniques. Here, isuch a case, the compositionality property does not help. Unfor-

stead, we address the problem by defining suitable approxina@nately, for tBNDC, as for BNDC (see [24, Prop. 1]), we have
tions of tBNDC, following the line of [8] and [9]. We define two the following negative result.

other properties, namely tBSNNI and tSBSNNI. These approx-Proposition 7: tBNDC is not compositional. ]
imate tBNDC from above and below, respectively, and corre-
spond to BSNNI and SBSNNI as defined in [8]-[10]. D. Timed Versus Untimed

Property tBSNNI requires intuitively that proceBswhere  consider a timed process which enjoys a timed information

high-level actions are forbidden has the same low observaligy security property. Then, if we ignore the observation of
behavior of & where the high-level actions can be freely ex&iming information (i.e., theick actions are considered asic-

cuted. This intuition can be now formally stated as follows. tions), then what we obtain is a process that is secure in the un-

Definition 8: E € tBSNNIiff E\H =~; E/H. B {imed setting.
As previously announced, this is an approximation of 14 he more formal, we define an additional operdts} of
tBNDC, as itis at least as strong as tBSNNL. tSPA, which transformick actions into internal, or externally
Proposition 3: tBNDC C tBSNNI. invisible. = actions
Proof: We observe thalopl™ belongs ta€l; and so the ’ 4
thesis follows. E—FE EXSE
By using an example similar to one in [8], we can also prove EU)-%E'U]  E[U-SEU]

that the previous inclusion is strict. Consider the following (ur|5Or each tSPA proceds, we have thatZ[U] is not able to per-

timed) proces#’ = [.0+ h.h.[.0. This process is tBSNNIsincef tick acti Thus. it i id be originated b
E\H = (1.0+h.h.l.0)\H =~; l.0andE/H =; [.047.7.1.0 ~; ormtckactions. "hus, s semantics coulid be originated by one
1.0 but, if we consider the process = «(7..(0)), we get that SPA process. With the notatidn is ¢t X -secure X -secure) we

X ' mean thatt € tX(E € X), whereX ranges over BSNNI,

(E|ITH\H =~ 1.0 + 7.0 %, 1.0 =, E\H. : =
. . DC, and SBSNNI. The following result trivially holds.
Finally, as an example of a process that is tNDC but ngt'\ll_emma 3:f B € Proc’ is 1X -secure, ther[U/] is X -se-

tBNDC, let us simply consider the following (untimed) process
E =1+ h. E is tNDC because, whatever high-level procHss cure, whereX ranges over BSNNI, BNDC, and SBSNNI. ®
one considers, the traces(d ||IT)\ H andE\ H are only{e, [}.
On the contrary, when using bisimulation and by choosing
II = h, (E||II)\H--(0]|0)\H, but no bisimilar state can be Inthis section, we will present two examples of processes that
reached fromE'\ H. are secure, when the specification is untimed, but that are inse-
2) tSBSNNI Property:An approximation for tBNDC that is cure only when some timing information is added to the spec-
stronger than tBNDC can be defined as follows. ification. The first example is a very simple case of a manager

IV. Two CASE STUDIES
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that implements ao write-down/no read-upolicy on an ob- |t is now easy to see that(@”Hﬁ\Hgg and
ject, that can only be read by high-level users and onlybewrittg@«QHHQ)\Hgl;gg while Co\H is not able to sim-

by low-level users. The second case study is about an attack pie these sequences. The problem is that the high users can
web privacy. In our tSPA approach, we formalize this case stu@%ige how much time to spend in the critical section. Hence,

originally introduced in [7]. low users can detect the presence of high-level activity by
observing the passage of time, and even worst they can detect
how much time this activity takes. In this way, high-level users
We consider a process that has to manage, following a muttale a lot of possibilities to transmit some information, e.g., by
exclusion policy, the accesses to a shared variable (see also &uming that the timeout is settainits of time, if a high user
Ex. 3]). Itimplements theo-write-down/no-read-upolicy (see spends: < n» time units in the critical section then this could
[16]) as follows: High users can only read the variable and loge considered as a way of transmitting the integer
users can only write it. Hence, the information should only flow \we solve these problems as follows. First, we impose a disci-
from low-level users to high-level users. Nevertheless, it couffline of accessing the variable that forces high users to spend a
be possible to construct soroevert channels.e., indirectways  fixed amount of time in the critical section; next, we show how
of communicating information. We want to check this using th@ masquerade the high-level activity to low-level users. Hence,

BNDC/tBNDC properties. A very preliminary, untimed descripto tackle the first point, we differently model the timeout as
tion of the manager is the following:

A. Object Manager

Timer =go.stop.Timer

C =reqy.ready.C + req; . writer,.C O =reqy; .g0.(stop.Cs + read z.stop.Cs)

where the sefl of high actions is{req,read g} and actions + req .writer.Cs
reqy,read g, req, andwriter represent the (abstractions of)
high-level read requests, high-level read operations, low-level
write requests, and low-level write operations, respectively. We added a proces8merwhich is indeed an abstraction of a
particular, an access request can be done by either a high-léier. When a high-level request is accepted, the timer is started
user (for reading) or by a low level one (for writing). After suctPy means of an actiogo and then the read must be performed
a request the corresponding access operation is performed B@i@re thestopaction is issued. Th#lanagerprocess can be
finally the monitor process returns to its initial state In this proved to be weakly bisimilar 16 ; therefore, also thilanager

first specification, we are abstracting from time; hence, we cé#h SBSNNI, hence BNDC. However, it is certainly important
try to Verify the manager by Checking the BNDC property_ o see If, when tlmlng information is added, it still generates
is easy to see that is not BNDC since the high-level procesdiming covert channels. As before, we refine the specification
IT = Teq;.0 can block the monitor process and this is revealed$ follows (we set the timer to one unit of time):

by bisimulation equivalence.

Itis possible to prove that these potential high-level deadlocks
may be exploited for constructing covert channels, as reported
in [10]. This problem can be solved by introducing a (logical) + 1(read g .¢(stop.Ct)))
timeout mechanism which unblocks the system if the high-level + reqy -tick.writer, .tick.C}
reading is not performed. Hence, the improved, still untimed,
specification is the process; below

Manager =(Timer||C3)\{go, stop}.

Timer; =¢(go.tick..(stop.Timer))
C} =reqg.tick.go.(¢(stop.Cy)

Manager, =(Timer;||C;)\{go, stop}.

) Now, high users must spend exactly one unit of time in the crit-
C1 = reqy(7.C1 + read g .Ch) + reqp.writer,.Cy. ical section and then they must leave it. Indeed, the manager in

Now it can be formally verified that this systemB&DC, since parallel withIl; has no more the computatiotécrlé%, but it

it is actually SBSNNI and such a verification can be automatetill has the following one:

by using the CoSeC tool [9]. Indeed, the (logical) timeout has tick tick req

resolved the deadlock problem but, if we refine the model by (Manager, [|IL)\H==5==

introducingtick actions, it is possible to have some timing covesvhich cannot be performed by procédanager,\ H; thus, this

channels. For example, suppose to refiag, , req, writer,, system is not tBNDC. Time elapses when a high-level access

and ther (which models timeout) by adding otiek for every is performed and this is observable by low-level users that

such action. We also allow the system to idledeid ; actions have to wait until the high-level request is terminated before

(hence, giving implicitly priority to the high request of readingbtaining access to the variable. This is a typical situation

with respect to time), obtaining the following system. that can be exploited to build a timing covert channel, where
. . —_— the unavailability of a shared resource for a certain amount

Gz = reqy tick.(tick.7.Cy + i(read y.C2)) of time (in this yexample, the amount at which the timer is

Freqy.tick.writer.tick.Cs.  get, j.e., one unit) can be encoded as zero or one in order to

This system is not tBNDC; as a matter of fact, consider the fdfansmit data. As anticipated above, in order to obtain a secure

lowing high process: manager, the second step is to mask the high-level activity to
low-level users. A solution to this problem could be to split
Iy =u(veqy -«(read g -1(0))) the execution time of thélanager, into two slots of fixed

I, =u(Teqy -tick.c(read .4(0))). length. Then, in one slot only the high-level users are served
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tick
Fig. 3. A graphical explanation ®BNDC membership oManager;.
Fig. 2. The behavior of the proceddanager}, represented by a labeled
transition system.

probabilistic covert channel is still possible. Preliminary results
on a possible extension of the noninterference theory of [8] and

and, similarly, in the other one only the low-level accesses ] to a probabilistic setting is reported in [1].

performed. This makes it impossible to discover if a high-lev "'We can directly prove thatfanager, € tBNDC. The idea

USeris doing spmethmg since t_he same f'Xed. amount_ of t|me|és[0 build a timed weak bisimulation that contains
dedicated to high users, even if they are doing nothing. Here,

for simplicity, we consider an abstraction of this mechanism. (Manager}||IT\ H, Manager,\ H)

We just introduce a busy-waiting cycle which nondetermin-

istically stops the procesdlanager, for exactly two ticks. for every high usefl € £};. This is one of the advantages of
This is an abstraction of the possibility of allocating a slatonsidering timed (weak) bisimulation as an equivalence rela-
to high users which, however, will do nothing in such a slotion between our systems. Indeed, this kind of equivalence has a
Now, the low-level users cannot distinguish between high-leveice proof technique. We can prove that two processes are equiv-
accesses and these busy-waiting cycles, thus deducing notllent by simply providing a bisimulation relation that contains
about high-level activity. The new systeManager; is, then, them. In our specific case, this is very interesting since at the

specified as follows: same time we are able to prove an infinite number of equiva-
. . . lences (as BNDC membership requires)! Consider Fig. 3. For
Timer; =u(go.tick..(stop.Timer)) the sake of simplicity, in Fig. 3, we use natural numbers to rep-
C" =reqy.tick.go.(¢(stop.C") resent derivatives instead of terms. The dashed lines represent
+ u(read 7 .1(stop.C"))) pairs of afulnctiorf from derivatives oManager, to derivativgs
. ] . , of Manager;\ H; e.g.,f(9) = 6. Hence, we have the following
+ reqy .tick.writey .tick.C relationR:
+ T.tick.tick.C’
t o
Manager, =(Timer,||C’)\{go, stop} {(E||O\H, f(E)) |1l € £, E € Der(Manager;)}.

The proof thatR is a timed weak bisimulation follows by in-
spection of the possible cases. As an example, we show the proof
for the pair(9]|IT\H,6) € R; we have the following possibili-

ties to consider:

where a branch .tick.tick.C’ has been added i@i; (now C").
See Fig. 2 for theTs of Manager;.

Remark 1: It is worthwhile noticing that, in principle, we
could masquerade the high-level activity in the systenas we : _
did in the systenManager}. As a matter of fact, by addingtwo ~ « If 9||H\H“—°k>10||H’\H, hence 12511 andII %23, In
cycles, i.e.;r.tick.Cy andr.tick.tick.Cy to Co we obtain that this caseﬁﬂl and(10||II'\H, 1) € R.
the resulting system is tBNDC. However, this solution is less , 9|[I\H->11||I'\H, then 1, but since

than optimal when we consider a timeout with hundreds of time (11|]I'\H, 6) € R we have completed.
units. Furthermore, we feel thafanager; is a more realistic ~ , 9||H\H;9||H’\H thenTI—II’ but also in this case

imglemerltz;t_it?rrr\]. - f ding high-level acti we have(9|[II'\H, 6) € R.
emar . e technique of masquerading high-level activ- . If Gﬂil, we have two possibilities. InridHH, then

ities has a drawback: there is no guarantee of liveness. As a
matter of fact,Manager, can be forever engaged in the mas- i ) - tick
querading branch-tick.tick.C’, hence, in a (timed) livelock. time alive, we havel 1||II'\ H==11[[II} —12||[lI"\ H,
Moreover, it may be not obvious how to use this technique when ~ @nd (1d2||HH\H>1) € R. The other possibility is that
further implementation details are added to the specification. II /=" and also in this case sind& must be weakly
For instance, if each branch of syst&fanager) is taken ac- time alive, we have9||H\H:T>9||H’“—d‘>10||H”\H and
cording to some probability value, then, one may show thata (10|IT"\H,1) € R.

9||I\H—=11||II'\H. Now, sinceIl’ must be weakly
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B. Cache Attack on Web Privacy

We formalize in our framework the example reported in [7
The attack compromises the privacy of user’'s web-browsing his-
tories by allowing a malicious web site to determine whether or

not the user has recently visited some other, unrelated, web page Zisth deri o llel
w. A Java applet is embedded in the malicious web site a 1ere is the system under investigatigis a parallel compo-

when a user surfs on it, the applet is downloaded and run by\%gon operatorg is a logical formula an¢k is the truth relation.

user’s browser. The applet first performs a request to access gsentially we writel = ¢ whenever the p_roces?» satisfies
pagew, and then it performs a new request to the originati e property denotgd by the formuja. Thus, if we assume'that
malicious site. So, assuming that the network delay is someh \fXPresses a desired property (e.g., the system has no |_nforma-
constant in a short period of time (this assumption is perhaps on !eaks, eic.), then the above p_roperty ensures that this prop-
too realistic), the malicious site can measure the time elapst &/ is granted by the system against every po_55|ble enemy (_ma-
between the two requests which it receives from the user, an IGtous user, enviro nment gtc.), that may try to interfere, modify
such a time is under a certain bound, it infers thatas in the ©" capture some qurmaﬂon frqm the SYS@“

cache of the browser of the user, thus implying thdtas been For {;malyzmg sm.nllar propernes we stllllhave the problem of
recently visited by the user. This shows how some informatidhe universal quantification on every hostile environment. But,
about the cache of web browsers might be leaked to the exter&l r_lote that the _abov_e p_roblem_ IS somewhat similar to well
world. In particular, it could be possible to detect whether or nﬁEUd'ed problems in logic, i.e., validity prgb!ems. In thgse prob-
a web browser has recently accessed a particular web page.ems’ we study whether every model satisfies a certain formula.

In this context, the high-level component is the cache. T&ctually, the situation is slightly different, since we quantify

low-level processes must not deduce anything about the cacher an unbounded number of processes, but we check if the

Thus, the low-level view of the system must be the same f pmposmton Off thesle processes together with a probiesatis-
whatever cache is present. Unfortunately, this is not the cal gs a certan formula.

Consider the following description of the system under inves}i— The key idea applied in [.23] to tackle ver.ification problems
gation: ike (3) is to develop and suitably apply partial model checking

techniques [3] in order to reduce them to validity problems.
These techniques permit us to project the property that a com-
pound system must satisfy into a property that one of the two
components must enjdy.In our case, we can indeed check
if the property obtained by projecting the propettyon the
second process is satisfied by every hostile process. By using
SystemB works as follows. We assume that there is an applgtis approach, it has been possible to analyze noninterference
in the system which requests the web page. The system allgwsperties such as BNDC-like ones and also properties of cryp-
the applet to perform a request (denoted by the actigrio tographic protocols e.g., secrecy [24], [25] and authentication
the original malicious site, which may answer, by performing [22].
actiona.. Then, the applet requests a particular web pagee., In this section, we show the flexibility of the methodology
the web page it wants to know whether or not it is in the cachgroposed in [23] and [25] by applying similar steps to the anal-
We have two different possibilities depending on the presengsis of NDC-like properties in a real-time setting. We need to
of this page in the cache. If so, the system may again perfornagkle the following points:
request to the site, in at most two units of time; otherwise, the 1) Reducing tBNDC-like properties to properties in the form
system will access the web and the new request to the web site ' (3). This point can be solved by resorting to the concept
e cannot be performed before 100 units of time. Therefore, we  of characteristic formula for the timed equivalence. A for-
can simply check that the cache may be exploited to leak some  myla ¢ is characteristic for a procegsand a relatiorR
information since the low-level view of the system depends on  wheneverPRQ, Q = ¢. Hence, it is possible to express
the status of the cache. relationships between processes in a logical way (for cer-
LetH = {cached,, }. We can show tha is nottBSNNI, i.e., tain relationships). Furthermore, we can note that timed

a logical framework. The idea is to express security properties
]as follows:

V hostile environmentl FE |II | ¢ 3)

B =i(7c.t(a..Time_out(1,2, Cache, Web)))
Cache =cached,,.B
Web =Time_out(100,250, B, B).

B\H %, B/H. In particular, note thaB / H—= =2 5% Te.

while B\ H is not able to perform such a computation. As a

matter of fact,B\ H represents a system wherede@hed,, ac-
tion is possible. This models an empty cache. WH|EH rep-

resents a system whose cache is accessible, in particular page)

w, ascached,, is a high action. Summing up, we have tliats
not tBSNNI and consequently thatis not tBNDC.

V. PARTIAL MODEL CHECKING

weak bisimulation is similar to observational equivalence
and, hence, we can apply the results for characteristic
formulas of observational equivalence developed in [28],
[33].

Reducing properties of the for(8) to validity problems
This point may be solved by suitably exploiting the results
in [23] which extend the theory of partial model checking
[3] to deal also with operators whose semantics rules use
negative premises (e.g., the timed parallel operator).

n [23]—[2(_5], a gener.alization of the NDC idea for the_ deﬁr!i' “4Sometimes partial model checking is also called partial evaluation since
tion of security properties has been proposed and studied withiere has been the evaluation of a part of the system.
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3) Studying the decidability of the validity problem for the TABLE |
formulas obtained after the partial model checking WitHDARTlAL EVALUATION FUNCTION FORPARALLEL OPERATOR|| OF TIMED SPA
respect to specific classes of modElss is the most dif-
ficult step. The models for the formulas of our logic are

actually LTss. But, we have that some (finite-statep (D4 XZ%; : ED/ /D4 X,
is not the semantics of any tSPA process. (This does N(x =, AD)//t = ((X, =, A//$)scper))(D)//t
happen with SPA processes). We overcame this proble X/t = X;
by considering a bigger set of High users and, hence, | (@)A/ls = (a)(A//s)VV, o,y A//si, fa#ra# ticl,c
analyzing slightly stronger properties than tBNDC. (Nafls = ANA/[) VN, 2,y AI/SVV, 2,y @(A//s)
In the following, we introduce the logical language for  (tick)A//s = { ngk)A//s A2, [A]F zt;:ufise
expregsing the. properties of_the systems, the pgrtial moc [@lA//s = [aAS)AN,=,, Al)s, ifa+T,a# tick
checking techniques for real time systems and their use in t (A//s = [J(AUS) AN, =0 AJ]s' AN, s, [@A //5)
analysis ofnoninterferenceroperties. ) . n . (g tick
[ticK)A//s = r[:1[5‘zclc]A//s VV, e (@T zt;;;ise
A. Equationaly—Calculus A1NAy/[s = (Ai]]s) A (Az/]s)
As a logic for expressing properties of processes we use t AV Afﬁj z ,(1141//8) v (4//5)
equationaji—calculus, a variant gi—calculus, which is very F//s = F

suitable for partial model checking (see [3]). ldbe inActand
X be avariable ranging over a finite set of variab¥ass Equa-

tional u—calculus is based on fixpoint equations that permit tﬂence by means of this technique, we can project the property

hat must be verified by the composition of two processes in a

imal) f!xp0|_nt equa_\tlon IsY =, A (X =, A)’ whereA IS an roperty that must be verified by only one. Note that the reduced
assertion, i.e., a simple modal formula without recursion opgr-

. . ormula¢,, g only depends on the formudaand the procesk.
ators._The.syn.tax of the assert|.o(n$) and of t.he lists o D) No information is required on the proceBsIn our scenariof’
equations is given by the following grammar:

represents the possible enemies. Thus, given a certain sgstem
we can find the property that the enemies must satisfy in order
to perform a successful attack on the system. It is very inter-
esting to point out that partial model checking functions can be

. . . . inferred automatically from the operational semantics rules of
Roughly, the semantichD] of the list of equaﬂo_nsD IS the the language, when these are represented in the structured oper-
solut!on .Of the_system of equatlons corrgspondlngpt@) This ational semantics (SOS) style (see [3]) and the logical language
solution is pasmally a function which assigns f”‘SE‘t_Of ProcessEShe equationali—calculus. Unfortunately, tSPA semantics

to each variable on the Ie.ft-hand .Of the equat|on91Me ‘?‘e' contains also rules with negative premises (e.g., parallel com-
note the value of the variabl® with [D](X). We will write position), and those techniques cannot be directly applied. But

B 'Z D l X as a notation for& ¢ [[DH(X.)' We give only in [23] a slight extension to the theory of Andersen has been pro-
an intuitive idea of the operators of this logic. For example Wﬁosed in such a way that is also possible to deal with semantic
may expresses the fact that a procEss able to perform an

on b g thalz T il Wi rules with negative premises (actually with a subset of GSOS
action, by requinng t = {a) .(pOSSI ' 't}’ operator). We rules). Thus, by suitably applying the results of [23], we can au-
can also require that after performing an acticthe proces%/

tomatically derive the partial evaluation functi FE for the
must satisfy a property, by E = [a]y) (necessity operators). y P ary/

Th oY — v he f hat th h timed parallel operator and the equatiopat-calculus. This is
'ne equation” =, <a>. V_¢_expre§sest e fact that t roug %iven in Table |, wherd” is a tSPA process and an equational
finite sequence of actionsit is possible to reach a state which

. ) ) definition. Thus, we can state the following.
enjoys¢. The equatior’ =, [a]Y A ¢ asserts that in every g

Lemma 4: Given two processek, E5 (F, finite-state) and
state reachable by means of a sequeneeaations the formula an equational specificaﬁoﬂ | X vxl/e hz\(/el )
¢ holds. ’

A:X|T|F|X1/\X2|X1VX2|<(I>X|[(I]X
D:=X=,AD| X =, AD | e.

B. Partial Model Checking for the Timed Parallel Operator En||Ez = (D | X) it Ep = (D | X)//Er.

Partial model checking techniques have been developed for -

the compositional analysis of concurrent systems (processeskxample 6: Let us see an example of partial evaluation. Con-

pose to have a systef| £ which is the parallel composition of g fficient conditions on a process s.t.

two processe#, F', and we wonder whether this process sat-
isfies a formulap or not. Now, it is possible to find a reduced E||IX & (tick)T.
formula¢,, g s.t.
. By applying the rules in Table I, we find out thétick)T//E
EIF = ¢iff F'i=¢//p. is equal ta((tick) T) A [A]F. Roughly, it requires thak is able
5See Appendix or [3] for the formal semantics of the equatiprakalculus. to do atick action, but nok actions. Indeed, for themaximal
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progress assumptigihetick action is not executable X can )
communicate with¥ throughh. | a, tick

C. Analyzing BNDC-Like Properties
. . . L ig. 4. Example ofiTs that does not corresponds to the semantics of a
First of all, it is useful to parameterize the definition of Nqur?msE_ P P

with respect to the sef of high users that are composed with
the system when it is checked (as done in [24]). Indeed, under . .
certain constraints on the sét we can provide a method for W€ consider properties that are stronger than BNDAe call

reducing the verification oBNDC*® membership to a validity f ‘: the_setﬂ:)f flnlte_-stalte PrOCESSES, Wh";.h ack—deterrr;lln—t_
problem in equationai—calculus. istic, enjoy the maximal progress assumption, are weakly time

Definition 10: E € tBNDC® if and only if VII € S : alive and \_/vhose choice operator has the new semantics. (Actu-
(E|TO\H ~; E\H. - ally, we still suppose to restrict ourselves to constigedeter-
ministic processes, even though with this choice operator it is
possible to generatass which do not enjoy this property).
We can prove the decidability of tBNDC-like properties when

By using the characteristic formula foe; of E\H (see
Appendix), we obtain the following characterization

E € tBNDCSiff VII € S : (EIIN\H 5 ' we only c_o_nsider finite-state procesjas*. _ _
€ €5+ (EIINH = ¢, o1 Proposition 8: PropertytBNDC/*" is decidable for all fi-
Now, we can apply the partial evaluation function for the rdlite-state processés. -

striction operator (see [3]) and then the one for timed paraIIBI
operator (see Table I) to the formuja, z\ 7 by getting a for- "
mula¢’. Then the previous problem is equivalent to checking Now, we show the flexibility of the specification format (3)

that every process iff satisfies¢’. Indeed, the behavior @& and of the partial model checking techniques we developed. In

An Example

has been evaluated and encoded in the formtlahus certain situations, we could be interested to specify and analyze
also weaker properties than tBNDC. For example, we could be
E e tBNDC®iff VIIe S: 11 = ¢ interested to show that a systdincomposed with a set of high

processes simply does not present deadlocks, or else that is
We expect to have decidability results only if we restrict ouglways able to produce a certain action. Let us reconsider the
selves to finite-state systems. Lgt = {E|Der(E) is finite} processtl = 1.0 + h.h.1.0. Consider the following equational
be the set ofinite-stateprocesses. We also require that the sé@e€finition D (please note that is a variable here):
L of visible actions is finite. If the membership Hcan be de-
fined by a formulap” then we obtain that the previous problem Y=, [rlYNZ Z=,(nZV{)T.

is equivalentto b . )
It asserts that a process, in whatever state it reaches by means of

E €tBNDCSiff VII: I} ¢" — &' T actions, is still able to move in a state where an acticen be
performed, possibly after a finite sequence-alctions. Hence,

Unfortunately, if we conside§ as&%,, then it is not so easy to We Would like to study properties like

restrict to consider onlyTss which are the semantics of pro-
cesses irfl;. TheseLTss enjoy several properties that can be

handled, in particulatime determinacyand maximal progress. whereH — {7, h}. As for the study of tBNDC-like properties,

Eg;‘c‘; \é)vrijg??oudstfglkﬁ%e:ﬁg?Irglrfgict:igr?l;?/tsl?enrzls_gceilglrgltj: d l\%ie can apply the partial evaluation for the parallel operator (see
the semantics dSPAterms, instead of simple—calculus. The ble 1) and restriction one (see [3] and [23]) and after several

validity problem for this logic may be shown to be decidable blézgltcgl/jl\r?]p;l?‘ga}gons (reported in the Appendix), we obtain
using the same proof techniques of [35]. Moreover we can ex-

press with gformula th'e'maxim.al progress property (since we Ye = [r]V5 A [1]Yhi0

consider a finite set of visible actions). But, the semantics for the

choice operator imposes a sort of time persistency that seems not Yiro =v[7]Ynro A Z’i—”’

easily characterizable. As an example, it seems not possible to Zha.0 =u(T)Zn1o V (W)T

find a procesd s.t. its associatedrs is the one of Fig. 4. We ) )

avoid this problem by considering the choice operator of highhich, roughly, expresses that after performing action, the
users as the standard CCS one. (This is obtained by dropph¥§tem reaches a configuration s.t. if it perfornisagtion then
the third rule for choice in Fig. 1, and by consideringanging It IS able to perform a finite sequence ofollowed by h. The
overAci). Then, it is easy to see that for every finite-state, Information obtained through partial model checking can also

we can find a High user whose semantics is this Hence, be used to enforce a security policy which prevents a system
from having certain information leaks (see [26]).

Ve S (E|M\H kD (4)

"However, we feel that is possible to suitably change the validity procedure
SActually, this is true only if we consider finite-state processes. The sanoé[35] in order to consider only LTSs which are the semantics of some tSPA
holds for weak bisimulation in CCS. term. We leave the proof of this conjecture as a future work.
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Suppose to have the following execution policy for higlthat assigns subsets 6f to the variables that appear in the
users: Every high user, when executed in the systgnis assertions ofD, but which are not iDef(D). The semantics
equipped with a control process = Top%“k. Hence, we want [A]/, of an assertiont is the following:
to study problems like

[77, =S
VII (E[[(CIM)\H E D. (5) [F], =0
Now, we already know which properties procesg@$I1) must [XT, =p(X)

enjoy, these are exactly//\H//E. Thus, we may work in a [A1 A As]), =[AL]), N [A2]),
compositional way and we simply build the reduced formula [A1 V Aol =[A1], U [As]’
(D//\H//E)/]C which expresses the properties the processes ' S ) ,
IT must enjoy in order to have (5). Now, it is easy to see that [(a)A], = {3|33 rs—s ands’ € [[A]]p}
(D//\H//E)//C = T. This means that for every high user ;L pa e p
11, if we encapsulated it together with the procésshen (5) is [l]AT, = {SW s 1 s—s impliess’ [[A]]P} :
satisfied. The semantics of a list of equatiofk [D],, is an environment
that assigns subsets 8fto variables irDef(D). A list of equa-
V1. CONCLUSIONS AND FUTURE RESEARCH tions is closed if every variable that appears in the assertions of

We have shown the flexibility of the noninterference theor{pe list is inDef(D). We useU to represent union of disjoint
of [8]-[10] and [24], by extending it to a discrete time procesgnvironments. Let be in{yx, v}, thenoU. f(U) represents the
algebra. Even if the real-time setting is rather simple, we thirkfixpoint of the functionf in one variable/
that similar work can be done also for other, more sophisticated
approaches to real-time. As a future work, we plan to extend [e], =1
the CoSeC tool to manage tSPA specifications, by defining a [X =, AD'], =[D']puwnx)) LU [U'/X]
mapping from tSPA to the timed language implemented in ﬂWnere
concurrency workbench [4].

.The reason of f:onsidering more _concrete mo_dels is thgt they U =oU. [[A]]’(pU[U/X]Up,<L,)) p'(U) = [[D']](pu[U/x]y
give a more detailed, closer to the implementation, description ) ]
of a system, that may then reveal indirect information flow& informally says thathe solution to(X =, A)D is theo
that are not possible in more abstract specifications of the safp@oint solutionU” of [A] where the solution to the rest of the
system. We think that the results reported here are encouradififof equationsD is used as environment
and justify our expectations. Moreover, other aspects of system .
behavior can be included in the specification, e.g., probability Characteristic Formula
(see [17]). Preliminary results about the extension of the nonin-Given a finite-state proceds, we present below the defini-
terference theory to a probabilistic process algebra are reportieth of a formulag i that is characteristic (with respect to timed
in [1]. weakbisimulation) for this procesgE' (see [28]). Le{(7))¢ be

Related literature includes [20] and [32]. In [32], a CSP bas@dshort notation for X .(7) X V ¢, whereX is not free ing. (The
process algebra, extended with a special event to mark the ggnantics of. can be found in [36]). Lef(/)) ¢, (I € LU{tick})
sage of time, is used for the analysis of cryptographic protocols ((7)) (1) ((7))¢. It can be shown that these derived modalities
The semantic model is rather similar (even if maximal progresgn be equivalently expressed in an equational form. Let us see
is not assumed); we think that, in the line of [30], also the notthe definition of the characteristic formula.
interference theory developed in this paper can be adapted t®efinition 11: Given a finite-state procesg, its charac-
that setting. Similarly, the idea in [32] of using a real-time cakeristic formula (with respect to timed weak bisimulation)
culus for the analysis of time-dependent properties of cryptétz | Xg is defined by the following equations for every
graphic protocols can be adapted also to our setting, in the lifé € Der(E), a € Act:
of [12] and [14]. In [20], the dense-time model of timed au-
tomata [2] is used as a basis for studying information flow prog, /\ ((a)) X g
erties, based on trace semantics. The information flow properfj v . E
ties studied there seem to be less restrictive than tBNDC since a,B" B —E"

they deal on the recognition of given patterns on the execution
of high and low activities. A A Tl \/  Xp .

E'E = E"
APPENDIX -
) ] Intuitively, for every state of the process there is a variable
A. Semantics of Equational—Calculus that encodes the capabilities of that state. Following [28], [33],
In this section, we give the formal semantics of equationahd [34] if ¢, is characteristic foF, (with respect tex,) then
pu—calculus (see [3]). It is assumed that variables appearLemma 5:
only once on the left-hand sides of the equations of the list, 1) If F; ~; E»> thenE; E ¢g,.
the set of these variables will be denoted Iasf(D). Let 2) If E) E ¢g, andE; is finite-state therf); ~; Es.
(S, A, {-%}4ca) be anLTs extended withy an environment |
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C. Technical Proofs o If B'|II\H-E"|[I'\H, with B’ E” andII->11,
Proposition 1: For every process £, we have then B'/H--E"/H. As E' € tBSNNI we have that
(E||Topf™\H ~, E/H. E'\H =, E'/H; hence, to match the transition above,
Proof: For the sake of readability we u3ep instead of there existd?; such thatt’\ H==FE;\ H with E;\ H =,
Top'ick. We show that the following relation is a timed weak  E”/H; moreover, als&” € tBSNNI, hence E”/H ~;,
bisimulation: E”\H. Summing up, we have thal’”\H, E"||II\H) €
R up to weak bisimulation.
R = {((E||Top)\H. E/H) | E € Proc'}. o If B I\HES B\ H, 'S5 B and TEE1T, then
tick
We analyze only the most interesting catiek(move). Assume E\H—E"\H and(E"\H, E"||I'\H) € R. .
that((E||Top)\H, E/H) € R. Then Proposition 5: The proces#; = I.(7.0+7.1.0)+1.h.[.0 IS
tick tick in tBNDC, but not in tSBSNNI.

. ’ ; ’
(£ Top)\H == (&'|| Top)\H, it means thatk— £ Proof: In order to prove thafl ¢ tSBSNNI, consider the

anq, dug to thi“naxmal proghressassgmppon, for no following derivative: ' = h.l.0. This is not tBSNNI because
actlor:ifékln /H UH,we rllaveE—>. B}Jt, in this case also ¢ E\H 3 E'[H ~ 71.0.
E/H—FE'/H and((E'||Top)\H, E'/H) € R. In order to prove thaf is in tBNDC, we need only to prove

. E/H%E’/H, it means thatZ2SE’ and for no that the relatiorR given below is a timed weak bisimulation.

action h in H U H, we have £ So, sinceTop Letusfirst split the sef}; into three disjoint sets, depending on
is always capable to let one unit of time pass, i.etheir ability to perform actiorh. SetS* is formed by the pro-

tick tick _ h
TOP—>/T0Pa we haV? alsQE | Top)\H—(E'[|[Top)\H  cesses that cannot perfofmweakly, i.e.,IT #=. SetS? con-
and((E'||Top)\H, E'/H) € R. ¥ tains exactly those processes that hawderivatives in sefS’!
Proposition 4: tSBSNNI C tBNDC. (hence, unable to perfori), as well asr-derivatives that can

Proof: Let E be a process satisfying tSBSNNI. The prooperform#h; formally: II = II’ andIl’ € S andIl = II”
that F is alsotBNDC is performed by showing that the fo"andH”%. Let S® be &, \ (S U 52), hence containing the

lowing relation is a timed weak bisimulation (up to) processes that can never reach silently a state whemanot be

_ / / / t performed weakly.
R =A{(E\H, E'[I\NH) | E" € Dex(E),  IT € &y} RelationR is defined as follows:

Then, the thesis follows becausec Der(E), hence, the pairs

(E\H,E|II\H) € R for all I € &}. The proof proceeds R ={((EAlM)\ H, E\\H) | TT € £y}
by inspection of possible cases. Note thafif € Der(FE) U{((E|Il)\ H,E\H) |1I € &,
a:}nd E’ILE” thenIE” € DerscEgI and so this C%nditiﬁn of E€{0,l,7+7.})}
the relationR is always satisfied. Let us consider the pair M\ g ) t
(E'\H,FE'|lI\H) € R. Let us first consider the moves of A\ A, R\ H) [ 11 € gi’}
E'\H. U{((hII\ H,0\ H) [T € S}

o If E\H-E"\H (a # tick), then E'|II\H-E"| U{((I) \ H, (r +7.)\ H) | Tl € 5}

II\H, and alsd E"\H, E"|[II\H) € R. ‘ U{((h.I)\ H,1\ H) | TI € S*}.
o If EN\HYSE\H, then necessarilyE’“S  and

tick Now, let us see that the above is a timed weak bisimulation.

consequently, by Lemma 1E'7— (as well as congiger first the pait(E|[IT) \ H, E1\H), and let us start
for E'\H). The following fact holds: for what- | it the moves from(E4 ||T1) \ H.

ever sequence of high actionsy,...,a, S.t. .

EI%El...En_lgEn,We haVGEI/H:T>En/H and o If (IICIHH) \ H—>(T + TlHH) \ H, then alsoFE; \
En/H ~y E//H ~y E/\H ~y En\H Since,E/\Hﬂ‘) H —>(T—|—Tl)\H and((7‘+7‘l|lH)\H7 (7'—|—7'l)\H) ER
andE'\H =, E'/H, we have that there exists a sequence  (S€cond group).l

of high actionsyy, ...,y SLE'=5E) ... By 1 =5 E,, o If (E1||TD) \ H —(h.I[[IT) \ H, then, we have three pos-
E,-% for no actionh € H andE, /H S5 E" | H, sible d|310|nt1cases: .

with E////H ~y E///\H ~, E”\H. Thus, if we — II € S*. Then El\H:> O\H and ((h.lHH) \

H,0\H) € R,
Il € S2. ThenFEy\ H == (r + .1)\ H and((h.I||TT)\
H,(r+70\H) € R.

consider (E’||II)\ H, then, we may have a sequence
(E'|[I)\H = (E;|[IV)\H, with 1 < i < ns.t.if ;-

thenII’ /2. Now, from the previougact, it followsthat ~— T ¢ S% Then E\\H==1\ H and ((h.|I) \
EN\H ~; E;/H ~; E'\H and soE;\HEZZEi\H, H,\H) € R.
tick

with E*\H =, FE’\H, since E'\H—SE"\H. When considering the actions performedBy\ H it is more
This means that(E'”H)\HLC—‘é(Eiv |II”)\H. Since e€asytoprove the membershipihof the respective derivatives.
E"\H ~, E""\HR(E"||II")\ H, the thesis follows. ~ The only interesting case is whéh \ H — h.l\ H;insucha

Let us now consider the moves Bf||II\ H. (We show only casg £ |II)\H :l>(0||H)\H, with the pair((0||II)\ H, h.[.0\
the most interesting cases.) H) e R.
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The proof for the pairs in the second, third, and fourth groupeduce the problem to a validity problem tick-deterministic
are omitted because they are trivial. pu—calculus, we use the formuls’

Next, we consider the fifth group of pairs of the form: ) .
(I \ H, (r + 7.0) \ H) with I in 52. We have the »X-([H {7} U {tick}JX A ([L\H]EF) A ({tick))

following three subcases. A((tick) = [7]F))
o If (AU \ H —(U|I)\ H, then(r +7.0)\ H = I\H  \hich characterizes the high processes which are weakly time
and the pai(({[|I1) \ H,l\ H) € R (second group). alive and enjoy the maximal progress assumption.

sl (r+ D)\ H;/O_\ H then, sincell ¢ S, we e can now reduce the decision problenB3DC/* mem-
have thatll = II" with II" € 5" and so((A.Z||I1) \ " pership to a validity problem op—calculus. Now we have
H = (h.I[|II')\ H and((h.I|I')\ H,0\ H) € R (fourth £ ¢ tBNDC’*" iff ¢/ = ¢ (i.e.,~¢" V) is valid. Indeed

group).
« If (r+7.0)\ H =1\ H then, sincdl € S?, we have that E ¢ tBNDC/*
11 = 11" with 11’ =2 and so(h.Z|[11) \ H == (R.I|[11") \ =3l € fs"IL |~ ¢
H and the pai(h.l||II') \ H,l\ H) € R (sixth group). =—¢" = ¢ is not valid
Finally, we consider pairs lik&h.l||I1) \ H,!\ H) with I € On the other hand
Ss.
o If (hI|IN)\ H 5 (hI||I)\ H, thenalsd\ H = I\ H ¢" = ¢ris not valid
and ((h.|I') \ H,l \ H) € R. Similarly, if (h.Z||IT) \ =30 = ¢” andIl £ ¢p
H —(1|TI") \ H due to a synchronization, then alsy — 3l e fs* L} ¢

H = I\ Hand((/||II")\ H,I\ H) € R (second group).
e If I\ H -5 0\ H, then alsqh.l|[TT) \ H == (0||II') \ H e
and((0||II') \ H,0\ H) € R (second group). =FE ¢ tBNDC'™ .
u Since ontick-deterministicu—calculus the validity problem
Proposition 8: tBNDC/*" is decidable for all finite-state is decidable [35], then the result follows. Notice that in [23] a
processedy. sound axiomatization aifck-deterministiqg:—calculus is given.
Proof: Similar to the proof of [24, Prop. 4 ]. In particular, Hence, we can use this axiomatization in oder to prove the va-

since we deal withick-deterministic processes, we ugek-de- |idity of formulas instead of using the validity procedure. m
terministicu—calculus (see [23] and [35]). Moreover, Lemmas

4 and 5 are used, together with a simple logical characterization Compositionality Results
of weakly time alive processes and maximal progress. Lemma 6: (E|F)/H =, (E/H)|(F/H).

Let (De\u | Xm\m) be the characteristic formula (Up o proof: The following is a timed weak bisimulation:
timed weak bisimulation) folZ\ H, then: E € tBNDC/*

(1n — calculus enjoys the finite model property

if and only if VT € fs*, we have(E[ID\H £ (Dp\x | R={(E|F/H,E/H|F/H) | E,F € Proc'}.
Xp\u)- Thus We show only two interesting cases
E etBNDCT™ « E||F/H - E'||F'/H since E-~E' and F - F’
= VIl efs*: (E|I)\H ~; E\H then also E/H|F/H-— - E'/H|F'H and
=5, VIL€fs* : (B|IN\H | (Dpvu | Xy )- (E"|F'/H,E"/H||F'/H) € R.

tick

« B|IF/HES E'\F'H since EXSE and F 25 7,

On the other hand ! . .
this means that neitheE nor F' can perform actions

E @BNDCT in H U H. Hence, we haveE/HﬂE’/H and
= M efs" : (E|I\H %, E\H F/HES FP//H and E/H||\F/H 2% E'/H||F'/H and
= Ml efs* : (E]|II)\H is finite statg (E'\|F'/H,E'/H||F'/H) € R.

A (E|M\H #: E\H .

- . Moreover, we have to note that if we consider two processes
=5 ,; Il efs* H(BIUNH = (Dpve | Xpv) E andF which are timed weakly bisimilar, thes, is preserved
= (VI efs™ : (EID\H | (Dp\# | Xp\#))- by parallel composition.
So by using the partial model checking for the parallel op- Lemma 7:If £ =, F' then for everyR we haveE||R =~
erator (Lemma 4) and the partial evaluation for restriction ([3];'||2-

[23]), we have Proof: The following is a timed weak bisimulation:
E etBNDC/*" iff R = {(E||R,F||R) | E ~; F,R € Proc'}.
Vilefs" = ((Dene |l Xp\u)//\L)//E. We show only the interesting case of tiiek action.
Now, applying the translatiotr from equationalj.—calculus < If E|RESE|R, then EL5E and RS R,
to standard one (see [23]), we obtain a closed formula Now, since E ~; F there existG, G, I’ sut.

tick

¢op = tr((De\w | Xp\u)//\L)//E) of p—calculus. To F=GS5G =F and E' ~; F'. This implies
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that there exist&” s.t. F= E” and " =~, G. But, Proof: Let By = I(r + 7.lh) + Lhl and
since we are considering processes which enjoy ti& = I[.(r + 7.0y) + l.hl;. We want to prove that

maximal progress assumption (see Lem. 1) #8hd% it E1,E> € tBNDC but Ei||E; is not in tBNDC. The
must be thaf?”’ = E. Hence E ~, G. Since alsaz ﬂ’ fact that both processes are tBNDC can be proved similarly

we get that for every actioh € £, we have thatF LI

iff @ L. This implies thai|| R 5 ¢/| R’ = F'||R, t('gnn'; ﬂg)t\?[g; 'eérz)smio\?vfa'gljﬂ o baecii(:ﬁéo)zéiﬁq '
and finally, we get E’||R', F'||R’) € R. m 1l=2 P y y g

Proposition 6 :If P,Q € tSBSNNI, then P||Q € the(l.h||£72||1'[)\H. Simglarly, (E1||E2_)\H:l>(l'h”E2)\H'
Proof: We have to prove that iP and() are intSBSNNI, bisimilar state can be reached frdiinh||E2) \ H. Indeed, the
then for all of their derivatives”’ and ), we have that ©nly two possible moves are:
P'||Q' € tBSNNI, i.e., thatP'||Q'/H =, P'|Q’\H. Note o (LR|Ey) \ H-5Cy = (Lh||7 + .11) \ H, but then
that by Lemma 2, also all of the derivatives of a tSBSNNI ~ C, — C% = (I.h||0)\H from which only/ is possible,
process are in tSBSNNI. Hence, we can actually obtain the and there exists H (e.g.,II = h.0), such that no equiva-
result by showing that the following relation is a timed weak lent state can be found frof}; via ar move.
bisimulation: o (LR||E>) \ H-5C5 = (LR||h.y) \ H, but then there
R = {(E|[F/H. E||F\H) | E.F € tSBSNNT}. exists all (e.g.,Il = h.0) such that”; may be unable to

We prove this fact by inspection of possible cases. Assume 1 and the left componerith), while C; will certainly do
(E||F/H,E||F\H) € R. Let us consider the possible moves  that. -
Eggi”F/H. (As usual, we consider only the most mterestln% An Example With Partial Model Checking

« E|F/H 25 E'|F'/H, then if E-““~E/, F--F The equational definitio is the following:
with @ € Act we have E||F\H - E’|F'\H and Y=, [f[YAZ Z=,(r)ZV()T.
(E'|[F'/H.E'|F\H) € R.

 If B|F/H - E'||F/H, with E-", E' then since The equational specificatio®//\ H//E obtained from the
E/H ~, E\H there existsE st E\H == p,\y Partial evaluation is
and F1\H =~; FE'/H =~; E;/H, the last equality Ye =, [7]YE A [R]Yhi0 A ZE
holding becausdv; is tSBSNNI. Hence, we also have —

p Y; =, [T Yn10 AN [RJYI A Zy .

E||F\H = E{||[F\H and we can now prove that w0 =v[rVnso ARIYIA Zhio

F'||F/H ~; R =, E:i||F\H. ltis sufficient to note that Yi=[rlinZ
(E1||F/H,E,|F\H) € R and that, by Lemma 7, we Yo =.[7]Yo A Zo
have Zp =(TVZeN (WZhioV ()TVT
E'\|F/H ~E' JH||F/H =~ E1/H||F/H Zhao =u{T) Znaio V(W) Z Vv ()T
~ By ||F/HRE || F\H. Zi=p(r)ZiV'T

L. ) ZO :u<T>Z1\/F.
So, up to bisimulation, we g¢&’||[F/H, E'||F\H) € R.

as in the proof of Proposition 5. To prove that the composi-

performi; (when the synchronization takes place between

. If B|F/H tick E'|F'/H, then E Hiek prand FEK 7. Since we are considering high users, then, we can freely substi-

Since E, F ¢ tSBSNNTI, it must hold for allh, ¢ H tute ()T with F in the previous equational definition. Indeed

h , such processes are not able to sat{$fff. Moreover, after sev-
that E/?C'k and the same is also true fdr. Hence, gy simplifications (e.g.Z; is equivalent T and this implies
E||F\H — E'||F'\H and(E'||F'/H,E'|[F"\H) € R.  that alsoY is equivalent toT), we obtain

Let us now consider the moves frof|| F\ H. _
Ye =,[7]YE A [h]Yh 10

o If E|F\HYSE|F\H, we have thatE:%5 F/
tick Yii0 =u[T]Yn10 A Zhio
and FF— F'. Moreover, we getE\H — E'\H

tick
and F\HﬂF’\H. Since E € tSBSNNI we have Znro =u(r)Znro V (h)T.

E\H =, E/H, from which it follows E/H == E; By partially evaluatingC' with respect to the previous equa-

/HEE{/H:SEQ/H ~¢ E'\H. tional definition we obtain the equational definitiqi// \
Analogously for F/H, we have F/H=F, H//E)//C
tick T . —
JH—F|/H=F,/H =, F'\H. Finally, we get Yec =[r]Yec AhYec ARYec AYiioc

tick

E|F/H =~; E/H|F/H==E|F/H==E/H|F]
JH=Ey/H||F>/H=~, FE'/H|F'/H =, F'|F'/H,
hence, up to bisimulatiod £'||F’/H, E’'||F'\H) € R.

Yiio.c =u[mYhi0c ARYrioc A Zhioc
Zhio,c =u{T)Zhi10,cV{R)ZhiocVT

m  whichis equivalenttd since,Zj, .0, ¢ is trivially equivalent to
Proposition 7: tBNDC is not compositional. T and for everys, Y =, [a]Y A T is equivalent tdT'. (Please
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note there are existing tools that perform similar reductions, e.g[26] ——, “Toward automatic synthesis of systems without informations
see [21] and [25]).
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