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Abstract. We discuss the integration of performance modeling and analysis in the software development process. Various approaches have been recently defined to integrate performance models and specification languages and models to derive or validate non-functional properties of the software system. Such integration of quantitative performance analysis should provide feedback easily understandable by the software designer and system developers. A framework that allows the combination of different performance modeling techniques and methods, defined at different levels of abstraction, should better support performance analysis and validation of complex and heterogeneous software systems during the software development process.

1 Introduction

Performance analysis of software systems is a critical issue in the software development process. Modeling is an important and useful approach for performance evaluation and system validation and it can provide prediction and comparison of design alternatives.

Software performance engineering deals with the representation and analysis of the software system dynamic based on performance models to provide feedback in the software development process. Several approaches have been defined in the last decade to integrate performance models and specification languages and models to derive or validate non-functional properties of the software system [32, 34, 35].

Most of these integrated approaches are based on various formal specification models ranging from process algebra and Petri net models as well as more recent modeling languages such as UML, and they derive performance evaluation models based on different formalism, such as queueing networks, stochastic process algebras, stochastic Petri nets and Markov processes.

An important issue of the integration of quantitative performance analysis in the software process is the ability to provide feedback that can be easily interpreted by the software designer and system developers.

Since the different performance models can be applied to represent the software system at different levels of abstraction and have different modeling constraints and solution methods, one can take advantage of the relative merit of
each of them. We discuss how the definition of a framework that allows the combination of different performance modeling techniques and methods should better support performance analysis and validation of complex and heterogeneous software systems, at different levels of abstraction during the software development process. Specific software system characteristics such as heterogeneity, scalability and mobility in distributed system could be considered and modeled for the software performance analysis.

2 From software specification to performance model

The Software Performance Engineering (SPE) methodology introduced by Smith in [32] has been the first comprehensive approach to the integration of performance analysis into the software development process, from the earliest stages to the end. More recent approaches focus on the derivation of a performance model right from the Software Architecture (SA) specification [2, 6, 33, 10]. In fact, in the last years SAs have been devised as the appropriate design level to conduct performance analysis, thus allowing for a choice among alternative architectures on the basis of quantitative aspects [31].

In this section we discuss some recent proposals to the derivation of a performance model from the specification of a software system, with the aim of giving the idea of the state-of-the-art in this research area. We proceed by briefly recalling the commonly used specification languages and, in particular, how they are used for the purpose of deriving performance models. We describe then the main classes of performance models and, finally, we present some integrated approaches to the derivation of performance models from software system specifications.

2.1 Specification languages

The recent proposals on the derivation of performance models from SA specifications refer to various specification languages, ranging from the Unified Modeling Language (UML) [9] to formal specification languages like process algebras and Petri nets, and other specification techniques embedded into commercial (object oriented) software design environments. The choice of UML is motivated by the fact that UML is nowadays a widely used notation for the specification of software systems. It provides various diagrams allowing the description of the different system views, which capture static and behavioral aspects, interactions among system components, and implementation details. On the other hand, the choice of a formal specification language based on Process Algebras or Petri nets is motivated by the possibility of integrating functional and performance aspects and analysis into a unique formalism.

The approaches based on UML as specification language usually introduce additional information to the UML diagrams in order to complete the software specification for the derivation of a performance model ready to be evaluated. Such additional information is associated to the various diagrams by means of
simple annotations or extensions based on stereotypes and tagged values. The approaches based on process algebras and Petri nets usually refer to stochastic extensions of such formalisms, which allow action or firing duration to be expressed by means of random variables.

2.2 Performance models

The main classes of performance models are queueing networks (QNs) [20, 1] and their extensions (namely, extended queueing networks and layered queueing networks [30]), stochastic timed Petri nets (STPNs) and stochastic process algebras (SPAs). Each of these classes has its own peculiarities in terms of expressiveness (i.e. the kind of systems that can be suitably modeled), level of abstraction (i.e. the degree of detail needed to correctly model the system components), and efficiency of the solution methods. However, queueing networks are traditionally the most commonly used. Their popularity is due to a relative high accuracy in the performance results and the efficiency in model analysis and evaluation.

A performance model of the above classes can be analyzed by analytical methods or by simulation, in order to evaluate a set of performance indices such as resource utilization, throughput, customer response time and others. Simulation is a widely used general technique whose advantage is the modeling flexibility, but whose main drawback is the potential high development and computational cost to obtain accurate results. On the other hand, analytical methods require that the model satisfies a set of assumptions and constraints, and are based on a set of mathematical relationships that characterize the system behavior.

The analytical solution is often derived by considering an underlying stochastic process, usually a discrete-space continuous-time homogeneous Markov chain (MC). The solution of the associated MC is in general numerically expensive because its state space grows exponentially with the number of components of the performance model. However, in some case, some efficient analytical algorithms have been defined for performance models that satisfy some given constraints.

Besides being a possible solution technique for the introduced performance models, simulation can be considered as a performance evaluation technique by itself. Existing simulation tools provide a suitable specification language for the definition of simulation models, and a simulation environment to conduct software system performance evaluation.

2.3 Some integrated approaches

We discuss now some recent approaches to derive performance models from software system specifications. We take into consideration just a few main methodologies, with the aim of giving the idea of the state-of-the-art in this research area. In describing the various methodologies we focus on the system specification phase and, in particular, on the effort and the specific performance evaluation knowledge requested to the system designer and developer in order to apply the transformation methodology.
Some of the methods proposed in the literature [36, 11, 28, 27, 15] refer to the SPE methodology [32], which is based on two models: the software execution model and the system execution model. The former is based on execution graphs and represents the software execution behavior; the latter is based on QN models and represents the system platform, including hardware and software components. The analysis of the software model gives information concerning the resource requirements of the software system. The obtained results, together with information about the hardware devices, are the input parameters of the system execution model, which represents the model of the whole software/hardware system.

Among the approaches based on SPE we consider the one developed by Cortellessa and Mirandola in [11]. They propose the PRIMA-UML methodology, which makes a joint use of information from different UML diagrams to incrementally generate a performance model representing the specified system. SAs are specified by using Deployment, Sequence, and Use Case diagrams. The software execution model is derived from the Use Case and Sequence diagrams, and the system execution model from the Deployment diagram. Moreover, the Deployment diagram allows the tailoring of the software model w.r.t. information concerning the overhead delay due to the communication between software components. Both Use Case and Deployment diagrams are enriched with performance annotations concerning workload distribution and parameters of devices, respectively. Hence, in order to apply the PRIMA-UML methodology, the software designer is required to have a specific knowledge on these data and on how to specify them. In [14] the methodology has been extended in order to cope with the case of mobile SAs: starting from a SA described in UML notation (extended to better modeling the possible adoption of mobility-based paradigms), the PRIMAmob-UML approach generates the corresponding software and system execution models allowing the designer to evaluate the convenience of introducing logical mobility into a software application. The authors define extensions of execution graphs and extended QNs to model the uncertainty about the possible adoption of code mobility.

Other main proposals based on the SPE methodology are the ones developed by Petriu and co-authors in [28, 27, 15]. They propose three conceptually similar approaches where SAs are described by means of architectural patterns (such as pipe and filters, client/server, broker, layers, critical section and master-slave) whose structure is specified by UML-Collaborations (which are similar to Class diagrams showing explicitly the collaborating objects) and whose behavior is described by Sequence or Activity diagrams. The three approaches propose systematic methods based on graph transformation techniques to build layered queueing network models out of complex SAs based on combinations of the considered patterns.

Beside the SPE based approaches there are other conceptually different proposals [2, 33, 21, 29] which still derive QN based performance models. In particular, two approaches described in [2, 33] are based on the generation and analysis of traces (sequence of events/actions) gathered from scenarios describing the be-
havior of the software system under consideration: the more complete one has
been developed by Woodside et al. [33], and propose the automatic derivation of
a layered queueing network model from a commercial software design environ-
ment called ObjecTime Developer [24], by means of an intermediate prototype
tool called PAMB (Performance Analysis Model Builder). The domain of appli-
cation of the methodology is the real-time interactive software, and it applies to
the whole development cycle, from the design stage to the final product.

ObjecTime Developer allows the designer to describe a set of communicating
actor processes, each controlled by a state machine, plus data objects and proto-
cols for communications. It is possible to “execute” the design over a scenario by
inserting events, stepping through the state machines, and executing the defined
actions. Moreover, the tool can generate code from the system design, that can
be used as prototype or as a first version of the product. The approach in [33]
takes advantage of such code generating and executing scenarios capabilities for
model-building; the prototype tool PAMB, integrated with ObjecTime Devel-
oper, keeps track of the execution traces, and captures the resource demands
obtained by executing the generated code in different execution platforms. Es-
entially, the trace analysis allows the building of the various layered queueing
network submodels (one for each scenario) which are then merged into a global
model, while the resource demands data provides the model parameters. After
solving the model through an associated model solver, the PAMB environment
reports the performance results by means of performance annotated Message
Sequence Charts and Graphs of predictions. Note that this approach requires
less knowledge about performance aspects to the software designer, since the
performance parameters are automatically evaluated by the PAMB tool.

Some authors propose the translation of UML models into stochastic Petri
net models or stochastic process algebra specifications [25, 22, 7] in order to per-
form quantitative evaluation of software system. However, the more mature
approaches based on formal specification languages such as Petri nets and process
algebras do not consider external specification techniques. All of them are in-
stead motivated by the possibility of integrating functional and non-functional
aspects and providing a unique reference framework and model for SA specifi-
cation and performance. However, from the performance evaluation viewpoint, the
analysis usually refers to the numerical solution of the underlying Markov chain
which can easily lead to numerical problems due to the state space explosion.
Moreover, another disadvantage of these approaches is that the software designer
is required to be able to specify the software system using process algebras or
Petri nets, and to put the correct parameters to action or firing duration.

In particular, several stochastic extensions of process algebras have been
proposed in the last years, such as TIPP (TIme Processes and Performability
evaluation) [13], EMPA (Extended Markovian Process Algebra) [8, 3] and
PEPA (Performance Evaluation Process Algebra) [18, 19]. The main differences
between these SPAs concern the expressivity of their languages. All of them
associate exponentially distributed random variables to actions, and provide the
generation of a Markov chain out of the semantic model (a labeled transition system enriched with time information) of a specified system. Furthermore, all of them are supported by appropriate tools (the TIPP tool, PEPA Workbench and Two Towers —based on EMPA).

In this setting, Balsamo et al. introduced in [4] an SPA based Architectural Description Language (ADL) called Æmilia (an earlier version called ÆMPA can be found in [5]), whose semantics is given in terms of EMPA specifications. The introduction of an ADL ease the software designer in identifying the system components and their interconnections: Æmilia provides in fact a formal framework for the compositional, graphical, and hierarchical modeling of software systems, and is equipped with some functional checks for the detection of possible architectural mismatches. The authors propose moreover a systematic approach to the translation of Æmilia specifications into QN models, with the aim of taking advantages of the orthogonal strengths of the two formalisms: formal techniques for the verification of functional properties for Æmilia (SPAs in general), and efficient performance analysis for QNs.

The last approach we consider has been proposed by De Miguel et al. in [12], and is based on simulation models. It uses simulation packages in order to define a simulation model, whose structure and input parameters are derived from the UML diagrams. The approach focus on real time systems, and proposes extensions of UML diagrams to express temporal requirements and resource usage. The extension is based on the use of stereotypes, tagged values and stereotyped constraints. SAs are specified using the extended UML diagrams without restrictions on the type of diagrams to be used. Again, the software designer is required to be aware on how to specify the timing and performance parameters in order to use the whole framework. The resulting diagrams are then used as input for the automatic generation of the corresponding simulation models. They also define a middleware model for scheduling analysis. The simulation model is defined by instantiating with the application information the generic models that represent the various UML metaclasses. The approach generates submodels for each application element and combines them into a unique simulation model of the UML application. The approach provides also a feedback mechanism: after the model has been analyzed and simulated, some results are included in the tagged values of the original UML diagrams.

We point out that most of the existing methodologies still do not provide a complete framework for the automatic derivation of performance models from software specification. Most of them still do not integrate the various steps concerning specification, model transformation, performance evaluation and feedback to the software designer into a unique environment properly supported by tools. In particular, just a few approaches address the issue of reporting (or interpreting) the performance results at the SA level. This, however, is an important feature which has to be considered in order to make the performance evaluation of SA really complete and usable.
3 Open problems and perspectives

Performance modeling and analysis in the software development process is based on the generation of appropriate performance models that allow high integration with functional and behavioral models.

For each class of performance models, from queueing networks to stochastic process algebras, stochastic Petri net and Markovian processes, we can identify specific advantages, constraints and peculiarities in terms of expressiveness, efficiency of the solution methods and level of abstraction.

Therefore we can take advantage of the characteristics of the modeling formalisms to define a combined or integrated framework for software performance analysis, by combining different types of models. Such framework should better support performance analysis and validation of complex and heterogeneous software systems, at different levels of abstraction during the software development process. By referring to different levels of abstraction in the development process, one can identify and select the appropriate performance model that can be applied to evaluate the software system. This corresponds to model the appropriate features and details of the software system that allow to describe its dynamic behavior.

This performance modeling approach is illustrated in Fig. 1. Starting from an appropriate software specification, from the description of its dynamic behavior one can choose and derive a performance model that allows representing the relevant characteristics at the selected level of abstraction. By applying the corresponding transformation algorithm a performance model is defined, selecting from analytical model, such as queueing networks, Markov chains, stochastic Petri nets and stochastic process algebras, simulation model and possibly other types of models such as hybrid models.

Once the appropriate performance model has been identified, we can apply the corresponding performance evaluation methods. When an analytical performance model is selected, solution methods can be symbolic for some particular classes, such as some simple Markov chains and the class of product-form queueing networks [20], so allowing an easier parametric analysis and result interpretation at the software level. More generally, analytical models can be analyzed through approximate numerical algorithms, such as for extended queueing networks and layered queueing networks [30], and for more complex Markov chains. Stochastic Petri nets and Stochastic Process Algebras are usually analyzed by defining and numerically solving the underlying Markov chain. Simulation models are analyzed by discrete simulation techniques. The analysis and solution of the performance model requires the instantiation of system parameters, whose type and number depends on the level of abstraction of the model. Parameter instantiation can be determined by a scenario driven approach.

Hence, the selection of the performance solution method depends on the selected performance models and parameters and can provide different degrees of accuracy of the performance evaluation figures of merit.

This performance modeling framework should provide the designer a feedback that has to be easily interpreted by the software designer without specific
knowledge of performance modeling techniques. This feature strongly depends on the selected performance modeling approach.

Hence the selection of the appropriate model should be provided by the performance environment and driven by several issues, as discussed in the previous section. These include the software specification model or language, the relevant characteristics of the software systems, the accuracy of the performance analysis required in the software development step and the ability to provide feedback at the software designer.

Specific software system characteristics such as heterogeneity, scalability and mobility in distributed system could be considered and represented by the appropriate model for the software performance analysis.

An integrated software performance environment should allow successive refinements of performance modeling based on various models, corresponding to different levels of abstraction, to be applied at different phases of the software development process, driven by the specified requirements. Then the scheme illustrated in Fig. 1 can be iterated by considering different performance models.
Additional information should be possibly integrated in successive steps to define either different or more refined performance models that allow further software system evaluation. Therefore in this framework it is relevant to investigate the application of methodologies to derive structured performance models at different levels of abstraction, where the solution of a model at a given level can be obtained extending the solution of a related model at the previous level. These methodologies are based on the decomposition and aggregation principle and can be applied to various classes of performance models, from Markov chain to queueing networks, to stochastic Petri nets and stochastic process algebras [20]. In this direction an interesting tool for the analysis of complex systems with models with a high level of details is given by hybrid modeling that integrate simulation and analytical modeling approaches.

Another relevant issue in this framework of software performance is to identify and take advantage of the specific characteristics of the various classes of performance models, possibly integrating various models into the same framework. Starting from the methodologies defined to derive a class of performance model from the software specification, some examples of integration of software performance approaches have been recently presented. The comparison of layered queueing networks and stochastic process algebras and their application to performance validation is described in [16]. The combination of stochastic process algebras and basic queueing network models for software architecture analysis introduced in [4] to take advantage of formal techniques to verify functional properties for the former model and efficient solution algorithms for the latter. An automated software design performance environment has been presented in [33], and a performance approach that considers software in a distribute mobile environment has been recently introduced in [10]. Further research has to investigate a more complete integration of different models and solution techniques, including simulation and hybrid methods, into the software performance process, exploiting the identification of appropriate and representative models and the problem of how to efficiently feedback the performance results at the software specification level.
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