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Abstract 
 

We merge the Pictorial Computing Laboratory (PCL) ap-
proach to WIMP interaction with the Interaction Locus ap-
proach to structuring visual spaces as a step toward the 
definition of a rational methodology for the design of Virtual 
Reality interactive systems. The merging of the two points of 
view allows the refinement of the model of interaction of a 
user with a virtual environment and leads to the definition of 
�real� and �virtual� characteristic pattern. 

 
 

1.  Modeling the HCI process 
 

In this work we merge the Pictorial Computing Laboratory 
(PCL) approach to WIMP interaction [1] with the Interaction 
Locus approach to structuring virtual spaces [3] as a step 
toward the definition of a rational methodology for the de-
sign of Virtual Reality (VR) interactive systems. 

The PCL approach models human-computer interaction 
(HCI) as a process in which the user and the computer com-
municate by materializing and interpreting a sequence of 
messages at successive instants of time. Each message is 
constituted by a set of perceivable elements, called charac-
teristic structures. Two interpretations of each message arise 
in the interaction: one performed by the user achieving the 
task, depending on his/her role in the task, as well as on 
his/her culture, experience, and skills, and the second inter-
nal to the system, associating the message with a computa-
tional meaning, as determined by the programs implemented 
in the system [2]. The extension of this approach to desktop 
virtual reality requires not only an accurate definition of the 
computational processes and a refinement of its specifica-
tion, but also a better definition of the machine generating 
them .  

The Interaction Locus is the �basic element to give a 
structure to 3D space, as a summa of coordinated 3D repre-
sentation, auditory signs and hypertextual information� [3], 
i.e., a coherent integration of multisensorial information and 
multimodal interaction. It was introduced in the context of a 
research that aimed at overcoming weaknesses in the current 
interaction modalities in 3D environments such as virtual 
worlds [4]. With the interaction locus concept the author is 
enabled to build virtual interactive experiences evidencing 
the areas that are characterized by coherent morphologic 
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features and by homogeneous interaction modalities. This 
goal is achieved by superimposing to the raw 3D scene a 
virtual entity whose task is to inform the user about the na-
ture of the part of the scene he/she�s entered and to present 
and to mediate the possible interactions inside its area. 

Generalizing the PCL model, the environment with which 
a user interacts is seen as a virtual space in which a popula-
tion of virtual entities (ve) is present, and which can be de-
scribed specifying the behavior of the population. The state 
of each virtual entity is formalized as a characteristic pattern 
(cp), defined as a triple <cs, u, <int, mat>> linking the current 
state u of the computation generating the virtual entity to the 
digital events perceivable by the user and generated by the 
computation. The set of digital events is called characteristic 
structure (cs): in the WIMP case it is the set of pixels visible 
on the screen; in a virtual reality space it is the set of voxels 
which shape a 3-D object; in a multimodal environment it is 
the set of perceivable elements generated by a ve having a 
specific and recognizable function during the interaction. 
The functions int (interpretation) and mat (materialization) 
describe the relations of components of the cs with compo-
nents of u and vice versa. 

The dynamics of a ve during the interaction process is 
specified as a rewriting system, whose rules describe how the 
current cp (the current state of a ve) evolves in reaction to the 
user activities on the system.  

The merging of characteristic pattern and interaction lo-
cus approaches allows the distinction between �real� and 
�virtual� characteristic patterns, which is an important con-
cept for the designer to properly undertake the design of 
complex virtual reality systems. Such merging defines a hi-
erarchy of characteristic structures cs and computation proc-
esses u which allow a designer to split the complexity of the 
interaction design in levels. They range from a very abstract 
one, in which the three components of the cp and user activ-
ity are defined using high level metaphors, down to the ele-
mentary digital events, computational elementary steps and 
elementary user activities. 

 
2.  The interaction model revised 

 
The HCI process is viewed as a sequence of cycles: the hu-
man detects the image on the screen, derives the message 
meaning, decides what to do next, and manifests his/her in-
tention by operating on the input devices of the system. The 
system perceives these operations as a stream of input 
events, interprets them, computes the response to human 
activity and materializes the results on the screen, so that 



 

they can be perceived and interpreted by the human.  
This process is formalized by a set of consistent rewriting 

rules. These rules are defined in terms of sets of user activi-
ties, cs on which these activities are performed and programs 
defining the system reactions. A Visual Interactive Machine 
(VIM) is represented in an Interaction Modeling Space [2], in 
which each space dimension represents types of languages: 
1) programming languages to specify system computations; 
2) user activity languages to specify user activities; 3) picto-
rial languages to specify the images appearing on the com-
puter screen, whenever only visual messages are considered 
to be exchanged between the human and the computer. On 
each axis, languages at the lowest level of abstraction are put 
close to the origin. Each point in this space represents a VIM, 
and is positioned according to the processes of abstraction 
which have been performed along the three axes to define it. 

This space is extended to a general case of ves which 
manifest their existence generating not only a 2-D image but 
also sound and which are defined in a 3-D space. The charac-
teristic structure of the ve becomes in this case the current 
appearance of the 3-D ve and the sound currently emanating 
from it, which are now the elements of a Characteristic 
Structure Language. Characteristic Structure Languages are 
in general  languages devoted to deal with the physical char-
acteristic of the messages from the machine to the user [5]. 

 
3.  Virtual Reality interfaces and interaction 

 
The extension of the above model to 3D interfaces and to 
interfaces based on desktop Virtual Reality could be done 
straightforwardly by considering the visible projection of the 
3D world on the screen, and by consequently interpreting the 
user actions on the screen portions corresponding to the 
world ves. However, in a desktop VR environment the trans-
lation between the interaction with the screen image and the 
modification of the computation process must consider sev-
eral critical aspects. E.g., the part of the world visible on the 
screen is only a part of the whole world with which interac-
tion can take place. The 3D world is normally a large envi-
ronment in which movement (therefore selection of the visi-
ble scene) is the primary interaction method, while in WIMP 
interfaces rearrangement of the desktop is occasional. In 
terms of interaction design this means that the identification 
of the area subject to user interaction is more critical in a VR 
scenario. 

The desktop is a 2D projection of a 3D scene. The posi-
tion of the user pointing device with respect to the ves on the 
screen is not defined in the screen layout, but requires addi-
tional information about the user distance from the ves de-
picted (e.g., in terms of z-axis coordinates). As a conse-
quence, a click on a ve image does not correspond necessar-
ily to a �click� (i.e., a selection) on the ve, and a same user 
action has different interpretations depending on position 
parameters not immediately perceivable. The current state of 
the computational process must take account of it, but this 
state is completely hidden in the interface look.  

The correspondence between a characteristic structure de-
fined as a portion of screen image (a set of pixels) and the ve 
it represents is not direct, but mediated through a chain of 

translations. Let us illustrate this concept with an example.  
A virtual world is made of ves some of which provide in-

formation, some are interaction elements (in a wide sense, 
they are sensors of user actions) and some others are purely 
�decorative� elements which enrich the scene without pro-
viding other than a sense of realism. The scene can be de-
scribed as a set of ves having some properties, rendered ac-
cording to a metaphor, a set of geometries, and a set of draw-
ing details, assuming the definition of a virtual interaction 
machine in which activities, css and programs are defined at 
the desired level of abstraction. We limit our example to a 
basic sequence of interaction steps made of a selection of a 
ve of the world, and the modification of such ve (e.g. a 
change in the shape) showing a visible feedback of the user 
action. The screen layout is defined by a sequence of transla-
tions: 
1. The ves are built as 3D shapes (simple or complex), hav-

ing physical properties in terms of size, position in a ref-
erence space, color, texture, and other optional features 
(e.g. transparency, softness, etc.)  with associated compu-
tational properties. 

2. The 2D css are rendered with appropriate colors and sur-
face textures properties by projecting the scene from the 
specific user point of view onto the screen plane. 

3. The projected scene is clipped by the user window size. 
Step 1 is executed at the beginning of the virtual world in-

stantiation. Steps 2 and 3 are repeatedly executed as the user 
moves or changes her/his orientation in space. The user in-
teraction is handled in the same way: 
a) The user selects a cs on the screen, the projection of the 

ve on the screen. The interpreter verifies the user z-axis 
coordinate in order to check if the selection occurs on a 
ve or not. If not, there is really no interaction and the 
scene does not change. 

b) If yes, the ve is identified, and a message is sent to the 
3D ve in the virtual world model. 

c) The behaviors associated to the ve are checked, and the 
ve modified accordingly. This generates a change in the 
world, therefore steps 1-3 above are executed with the 
new world configuration.  
The dynamics of ve under selection is specified by a set 

of transformations linking user activities to rewriting rules. 
The rules describe the dynamics of the ve as 3D object and 
are applied in the 3D virtual world. Note that the cp=<cs,u, 
int, mat> now links a 2D cs � what is perceivable by the user 
on the screen - to a computational construct u which de-
scribes the state of a 3D ve. The programs implementing int 
and mat must verify where the activity of the user occurs in 
the 3D space as well as are in charge of projecting the 3D 
shape of ve onto the cs taking into account the user point of 
observation and vice versa. 

With a reference to the PCL model the above process 
could be described in only one step by assuming that the int 
and mat functions take care of the different levels of compu-
tations needed. Indeed, this is what is perceivable by the 
user, who clicks and sees the ve changing its shape, i.e., from 
the state cp1=<cs1,u1,<int,mat>> the systems goes to the 
state cp2=<cs2,u2,<int,mat>>, where: 



 

- cs1 is the area of the screen related to the selected ve 
before the click, cs2 the same portion after the ve shape 
modification; 

- u1 is the state of the computational process before the ve 
selection, u2 the state after the ve selection and modifica-
tion are completed; 

- int and mat are the two functions which, through different 
levels of data transformation, carry on the computation 
process: int = int1 ° int2 ° ... ° intn (° is a generic composi-
tion operator), and mat = mat1 ° mat2  ° ... matn. 
This view does not make evident the different steps in-

volved, which can be made explicit through a generalization 
of the concepts of characteristic structure, characteristic pat-
tern and interaction process.  

 
4.  Extending the concept of characteristic 
pattern  

 
The definition of cp as the current state of a virtual entity is 
related to the actual visible behavior of the computing sys-
tem. We use the term �real cp� to denote this process. For 
each real cp, a topological structure (a partially ordered set) 
of virtual cps is defined, where a cp specification at one level 
of the topology offers some utilities to the higher level and 
hides the details of the cp specifications at lower levels, as 
much as in the partially ordered set of virtual machines. 

In this structure, a lowest level is always present, denoted 
here by cp0 = <cs0, u0, <int0, mat0>>. Higher level specifica-
tions of virtual cps are not totally ordered, since they can 
belong to different abstraction kinds, i.e., different meta-
phors. An order relation can be established between the 
components of different cps, i.e. between pair of virtual css, 
of states of the process u, and of int and mat functions. This 
can be formalized by specifying, for each component in a  
cpi = <csi, ui, <inti, mati>> in the structure, a process of trans-
lation, interpretation, or combination from level i to level i-1. 

A translation process maps one (virtual) cs into the cs at 
the lower abstraction level. For example, at a high level, the 
cs of a 3D ve can be regarded as a connected 3D space, 
which is translated at the lower level into a cs constituted by 
the set of points in the 3D space identifying the ve. Going to 
a lower level again, this cs can be translated into a cs consti-
tuted by the 2D points representing the projection from 3D to 
2D of the ve. More in general, let us call g the translation 
function which allows the translation of a characteristic 
structure csi+1 at a higher level into a characteristic structure 
at a lower level csi, csi = gi(csi+1), where gi is the translation 
function of the i-th level. 

An interpretation process is carried out, at a low level, to 
interpret the computational construct ui of a higher level cp. 
Let us call fi the interpretation function which allows the 
interpretation of a computational construct ui+1 at a higher 
level by a computational construct at a lower level ui. There-
fore, ui is equal to fi(ui+1). 

Finally, a combination process is used for int and mat 
functions to implement the interpretation of user messages 
and materialization of system messages both at a low level. 
At level i, inti is equal to intn ° intn-1 °... ° inti+1 and, in a similar 
way, mati is equal to matn ° matn-1 °... ° mati+1, where n is the 

highest conceptual level. 
At the lowest level, the virtual characteristic pattern cp0 

corresponds to the real characteristic pattern as defined 
above, that is to the state of an entity as generated by a com-
putational process at a given instant. 

In particular, the characteristic structure cs0 is obtained by 
chain of translations through the application of functions g0, 
g1, ..., gn-1, i.e.,  

cs = cs0 = g0(g1(...gn-1(csn))), 
where csn is the virtual cs considered at the highest conceptual 
level. Similarly, the state of the computational construct u0 is 
obtained by a chain of interpretations through the application 
of functions f0, f1, ..., fn-1, and  the interpretation and materi-
alization functions are obtained by the combination of all 
interpretation and materialization functions in the chain. 

This generalization is justified also in terms of the Inter-
action Modelling Space. Each point of the Interaction Mod-
eling Space IMS (i,j,k) identifies a VIMijk, i.e. a triple of func-
tions (di, hj, gk) which specify the interpreters of programs, 
activities and css, each one at the respective level of abstrac-
tion, namely i, j or k level. In particular, on the program di-
mension, at level i, a program pi is equal to di(pi+1), at level i-
1, a program pi-1 is equal to di-1(pi), and so on. In the similar 
way, on the activity dimension, at a level j, an activity aj is 
equal to hj(aj-1), and on the cs dimension, at level k, a charac-
teristic structure csk is equal to gk(csk-1).  

 
5.  Conclusion 

 
While most of the ideas have been discussed with a reference 
to the visual interaction, in principle also other interaction 
modalities can be grounded on the same model. Further work 
will be directed to investigate specific properties of audio 
and tactile interaction, possibly extending the concept of 
characteristic structure to generic multimodal perception of 
information and interaction entities. 
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