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I(x,y) Image

We are looking at transformations f 
that discard spatial inforamtion

I->f(I) f(I)(x,y)=f(I(x,y))

 f uses color information only and maps colors to 
colors independently of the spatial context



Tresholding

f t (c )={0 se c< t
1 altrimenti

f t (c )

ct



What happens in general?
 f alters the color distribution
• Where f’ is large close colors are mapped to 

distant colors
• Where f' is small dissimilar colors are mapped to 

similar ones



Gamma correction
Expected output

R(x,y)=V(x,y)γ

V(x,y)=x

Real response

Real Output

correction

V’(x,y)=V(x,y)1/γ
Ideal output

Real output

Correct response
R(x,y)=V(x,y)



Power and exp 
transformations

 

 f(c) = cγ

 f(c) = αc

γ =1, 3, 4, 5



Contrast Enhancement



Histogram
• Without spatial information we can assimilate 

the image to a random color emitter (random 
variable)

Let X be a uniform random variable in R2

I(X) is a random variable in the space of colors

The color histogrm is the empirical distribution 
of colors
- for each color it records how many times it is present in 
the image



Histogram
• The histograms allows us to analyze 

problems in the color distribution of an 
image



Effects of a color-space 
operation

f transforms the I(X) into the new variabile f(I(X))

The histogram is transformed accordingly
(following the rules of random valriable 
transformations)



Thresholding 2
• If an image is separable through 

thresholding there will be a range of 
colors with 0 (low) probability



Contrast Enhancement
• Contrast enhancement requires human intervention 

for teh choice of the parameters
– Where does the histogram begin?
– Where does it end?

• It does not redistribute the tones (peaks still present)



Equalization
• An automated tool is needed
• Make the color distribution as close as possible to 

a uniform distribution
– Reduce peaks and valleys in the distribution

• F(c) cumulative distribution function (cdf) of  I(X)
• What is the cdf of F(I(X))?

P{F(I(X))<t}=P{I(X)<F-1(t)}=F(F-1(t))=t

• F(I(X)) is a uniform cdf!
• When using the empirical cdf, F(I(X)) will only be 

approximately uniform



Equalization
• Empirical cumulative distribution function

• Equalization

s (k )=∑
j=0

k

p(c j )



Equalization



Equalization VS Contrast 
Enhancement

• Is uniform distribution really what we want?



Limits of equalization



Center metering



Histogram matching

• Let I and  be two images with cdfs F and Q.

• F(I) = uniform distribution = Q(J)

• Q-1(F(I)) has the same histogram of J.



Histogram matching



Local equalization



Local transformations
mxy= ∑

s , t∈S xy

cs, t p (cs , t ) σ xy
2 = ∑

s ,t ∈Sxy

(cs , t−m xy )
2 p (cs, t )

f (I ( x , y ))={E⋅I ( x , y ) if mxy≤k0 M  and k1 D≤σ xy≤k2 D

I ( x , y ) otherwise

Artifacts!



Channel scomposition



Per-channel operation

I H,S



Per-channel operation



Luminosity / Contrast
Acting equally on 
all the RGB 
componentsyou 
will not have tonal 
changes, but only 
changes in 
luminosity and/or 
contrast



Tonal correction
Acting separately 
on the different 
channes (CYMK in 
the example) you 
can correct global 
chromatic 
deviations (white 
balance)



Perceived Saturation
Intensity 
equalization 
alters the 
perception of 
saturation

Increasing the 
saturation 
restores the 
original 
perceptual 
quality
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